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QUANTITATIVE ECONOMICS AND ITS CONSTRAINING ASSUMPTIONS:

THE WAY OUT

ABSTRACT

This Paper makes an attempt to look at the essence of quantitative economics and also its various dimensions with a focus on a number of its constraining assumptions, and then, as a way out, it emphasizes qualitative economics, of course with its limitations too.

Despite the facility of mathematics and statistics in economics, coupled with the fact that economics is inherently mathematical, quantitative economics is greatly constrained by a number of both built-in and other assumptions with the result that it invariably fails to reflect reality. These assumptions relate to quantification of economic and social variables, fixing the sample size, collection of data, and finally to analysis of data. 

Believing in the theory of the second best, the built-in difficulties of quantitative economics, as pointed out above, make us rely more on qualitative economics for better and effective diagnosis of the economic and social problems. Qualitative studies in economics are rather indicative. They optimally mix economic theory with the researcher’s own experience of the given context, perhaps through his insights and vision, and also on some kind of a feedback he gets from the concerned respondents.

But even qualitative studies have their own limitations, which can perhaps be easily avoided by taking little extra care. One of the crucial limitations is perhaps the intended indifference (and sometimes the ignorance) of researchers towards certain basic/built-in assumptions of the given context. In most of the cases, exclusion of these assumptions from the basic text, eventually lead to acute contradictions and inconsistencies between the stated goals and the actual policy. No matter what the context is, such built-in assumptions are always there.
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)

The science of economics has two important facets: quantitative and qualitative. Both are linked with and based on economic theory. Economic theory can, therefore, be understood and analyzed either quantitatively or qualitatively. The distinction is basically in terms of measurement. Quantitative economics relies on measurement, whereas qualitative economics is completely devoid of any measurement. Quantitative economics is, thus, both mathematical and statistical, while qualitative economics is only mathematical. The best analogy to understand the difference between the two can also be drawn from diagnostic medical sciences. While quantitative economics is like pathology, qualitative economics is just indicative, and is akin to pulse-reading, and other symptomatic assessments.

The purpose of this Paper is to look at the various dimensions of quantitative economics with a focus on a number of its constraining assumptions, and then, as a way out, it emphasizes qualitative economics, of course with its limitations too.

THE ESSENCE OF QUANTITATIVE ECONOMICS

Quantitative economics has in fact three viewpoints, that of economic theory, mathematics, and statistics. Experience has shown that each of these is a necessary, but not by itself sufficient, condition for a real understanding of the quantitative relations in modern economic life. It is the mix and unification of all the three that is what matters the most. It is this unification that we term as econometrics (Frish, 1933)
. The viewpoint that relates to mathematics is best understood by answering two basic questions: (a) why is it that mathematics is highly useful in economics? and (b) why is it that mathematics is inherent in economics? We shall try to answer both of these questions
.

The use of mathematics in economics in a broad sense is probably as old as economics itself, but in the beginning, around the last quarter of the nineteenth century, at the time of the advent of the mathematical school led by A. Cournot, and joined later by M.E. Walras, W.S. Jevons, A. Marshall, V. Pareto and F.Y. Edgeworth, only rudimentary mathematics was used. Cournot was the first to treat the theory of the firm in a mathematical form. He set out the variables and functions facing a firm. He also made use of calculus to show that a monopolist maximizes his net revenue at an output when marginal cost  (of production) equals marginal revenue (of production). He also provided a mathematical solution to the case of duopoly. Walras constructed for the first time a mathematical model of general equilibrium in terms of a set of simultaneous equations under which he showed that prices and quantities are uniquely determined. Jevons along with C. Menger, H.H. Gossen, and M.E. Walras propounded the marginal utility theory and set it in mathematical terms. Jevons is also regarded as one of the founders of econometrics. He introduced the concept of moving averages and contributed immensely towards the study of statistics for empirical economics. Marshall developed and refined microeconomic theory and in the process provided a mathematical background to quite a number of economic theories. He invented the concept of elasticity as it is used now in economics. Pareto developed analytical economics. His contributions in the filed of indifference curves are highly recognized even today. Edgeworth invented the method of indifference curves. He also introduced contract curves and made important contributions in the filed of statistics. It was only in the 1930s that a substantial use of mathematics was made, and most of the economic doctrines were formulated in mathematical terms by economists like, J.R. Hicks, J.M. Keynes, R.F. Harrod, R.G.D. Allen, E.Slutsky, and W.W. Leontief. Hicks extended the use of indifference curves and demonstrated how consumer behaviour can be analyzed on the basis of ordinal concept of utility. He further showed by the help of mathematical models how total output is affected by the accelerator. Keynes in his books “ A Treatise on Money” published in 1930, and “The General Theory of Employment, Interest and Money” published in 1936 liberally used mathematics to crystallize his views about quite a number of macro problems including those of unemployment, trade cycle, and rate of interest. Harrod provided a mathematical framework to the theory of growth. Allen produced excellent books like “Mathematical Analysis for Economists”(1938), “Statistics for Economists”(1949), “Mathematical Economics” (1956), “and Macro Economic Theory- A Mathematical Treatment” (1967), and gave a new dimension to the study of economics. Slutsky made important contributions to statistics especially in the fields of probability, time series, and serial correlation. Leontief in his book “ The Structure of the American Economy 1919-1929” produced an input-output model of the United States of America, and recommended the use of matrix algebra to simplify the complexities of a modern economy arising essentially from the interdependence of its various sectors. Since the 1950s the extent and depth of mathematics in the filed of economics has tremendously increased and economics has become increasingly mathematical. Most of the new economic doctrines are set in highly mathematical terms. The contributions of Milton Friedman, P.A. Samuelson, M. Kalecki, A.Wald, Louis M. Court, Kenneth J. Arrow, William J. Baumol, Nicholas Kaldor, George Stigler, Joan Robinson, Fritz Machulp, G.C. Archibald, and J. Tinbergen are noteworthy in this respect. Apart from refining the already existing economic doctrines by introducing mathematical methodology these economists have, by and large, extended the frontiers of economics in various ways. 

This brief preview naturally takes us to question (a) as posed above. The basic reason as to why mathematics is highly useful in economics is that its language is very much suitable to explain and analyze the abstract reasoning which is so essential to economics. It is the intellectual process where human mind withdraws some of the aspects of objects of study from the others and concentrates on them to the exclusion of the rest. And this is very easily achieved by mathematics. An example will make this clear. In macroeconomics when we study the working of an economic system in terms of the theory of the circular flow of income we identify its important features, some of which are:

· the physical flow of productive services (labour, enterprise etc.) from the households to business firms and the reverse flow of money payments( wages, salaries, profits etc.) from business firms to households;

· the physical flow of consumer goods and services from business firms to households and the reverse flow of money payments from households to business firms.

At the same time we ignore (or exclude) certain other features, which are of lesser importance for purposes of establishing the basic theory of the circular flow of income. For example, we exclude the fact that

· product also originates from sectors (like, Government, and Rest-of the World) other than household and business firms;

· saving also occurs in the system

This is just one example. There are many other examples that can be drawn  to demonstrate the use of abstract reasoning in economics.  Economic theory is, in fact, fully based on abstract reasoning. If there is no abstract reasoning there is no economics. All the principles and precepts of economic theory always distinguish between two sets of variables: endogenous (determined or explained), and exogenous (determining or explanatory). Endogenous variables cannot be determined unless there are exogenous variables. The assumption of ceteris paribus (other things being given) is the summum bonum (the ultimate determining principle) of economic theory. No theory can be propounded unless some of the variables are excluded as given. It is only then that the included variables get determined, of course subject to the excluded variables. This principle of endogeneity (inclusion) and exogeneity (exclusion) is the basis of all theoretical formulations in economics, no matter what the context is. All the contexts of economic theory stem from this principle. Abstract reasoning thus constitutes the core of all economic theory. The reasons why mathematics gets an edge over other methods, as far as abstract reasoning is concerned, are briefly mentioned below:

· Mathematics is precise and explicit: Mathematical explanations of economic terms (like, equilibrium-partial and general, stable, unstable and neutral, static and dynamic, comparative statics, total, marginal, and average values, elasticity, maximization and minimization, constrained optimization, compounding and discounting, growth rates, shadow pricing, the primal and the dual, multipliers and accelerators, consumers’ and producers’ surplus) are unique and, as such, do not lead to misleading conclusions.

· Mathematics facilitates presentation and understanding of terse and difficult concepts: It has been found that mathematical presentation of economic concepts and data (by way of functions, equations, and identities, graphs, charts, pictograms, and bar and schematic  diagrams) simplifies their understanding and facilitates economic thinking.

· Mathematics rationally and logically explains the behaviour of rational economic agents: Rationality is the basis of all economic agents who behave like logicians and mathematicians. The assumption of rationality and of maximizing/minimizing/optimal behaviour is the basic assumption of economics, which is met when the three axioms of completeness, transitivity, and continuity are met. We talk of rational consumers, producers, sellers, buyers and entrepreneurs both at the micro and macro levels. Their behaviour is most logical and can easily be explained by the methods of logic and mathematics.

Another important attribute of economics is that it is inherently mathematical. Mathematics is inbuilt in economic thinking and reasoning and automatically creeps in as a default. Some of the illustrations are given below:

· Dependence of one economic variable on others, which is so common in economics, leads to the mathematical application of functional relationships;

· Equilibrium in supply and demand analysis in a single market amounts to equating the supply and demand functions, and then solving the resulting linear equation in one unknown;

· Equilibrium in supply and demand analysis in n markets amounts to equating the supply and demand functions of the n markets, and then solving the resulting set of n simultaneous equations in n unknowns;

· The determination of consumer’s equilibrium by the method of indifference curves amounts to finding the tangential point of the given price line and the highest possible indifference curve;

· The determination of seller’s equilibrium amounts to differentiating his net revenue function;

· The determination of all marginal concepts amounts to differentiating the relevant total functions;

· The determination of optimal values amounts to the application of the mathematical theory of constrained maxima;

· Determination of consumers’ and producers’ surplus amounts to the evaluation of the corresponding definite integral;

· Multi-variate relations (like production functions, utility functions) can best be analyzed by the methods of partial and total differentiation;

· In growth economics the use of difference and differential equations facilitates the understanding of both simple and compound economic growth;

· Exponential and logarithmic functions are quite useful for determining the rate of growth of quantities like, population, national income, and investment;

· The use of matrix algebra simplifies complex economic situations of comparative static analysis, interacting markets, and international trade.

We now briefly look at the link between mathematics and economic statistics. Talking of economics, statistics has two aspects: one is economic or utilitarian, relating to collection of information concerning social and economic conditions, and the other is mathematical and logical, relating to the concept of random events in connection with the theory of probability and sampling. The first is called economic statistics and refers to the real world, and the second is called mathematical statistics, and refers to the world of abstract mathematics and logic. Both in fact go together. Most of the economic aggregates (like, national income, consumption, investment, expenditure, employment, money, imports, exports, balance of payments, price level, population) and their inter-linkages are best summarized and analyzed by the use of mathematics. And then comes the concern of the statistician who devises methods of collecting data and then analyzing these optimally. The whole process consists firstly in providing mathematical formulation to the various economic aggregates and theories, and then analyzing them statistically on the basis of the relevant economic data. The reverse process of going back from statistical analysis to the basic economic thinking, of course via mathematics, is also very important. In essence, therefore, economic statistics in itself achieves nothing, if the methods of mathematics are not employed to extract the desired information from the observed facts. 

Economic statistics initially involves collection, editing, approximation, classification, seriation, and tabulation of data, and then comes the preliminary analysis of the collected data in terms of ratios, percentages, logarithms, moving averages as the need may be, and even finding their means and other measures of central tendency, and measures of dispersion, before the data become suitable for economic interpretation. In order that we may not use a wrong method to analyze a given set of data after it has been refined as suggested above, we must know how exactly these quantities (like, measures of central tendency, and measures of dispersion) vary as a result of some variation in the data-set on which they are based. For this purpose certain results of the theory of probability become very useful. After processing and undertaking preliminary scrutiny, the methods of time series, regression, and correlation are used to determine the trend and trend values of the given data set. Here we use more advanced methods of mathematics, and in essence operate in the sphere of econometrics.

THE CONSTRAINING ASSUMPTIONS

Despite the facility of mathematics and statistics in economics, coupled with the fact that economics is inherently mathematical, quantitative economics is greatly constrained by a number of both built-in and other assumptions with the result that it invariably fails to reflect reality. These assumptions relate to quantification of economic and social variables, fixing the sample size, collection of data, and finally to analysis of data. We shall now briefly elaborate on these:

Quantification of Economic Variables: As we have said earlier collection of data is basic to economic statistics, and before this is done economic and social variables have to be numerically quantified. There are a large number of variables that can be quantified directly without the use of any substitute or alternative variables, also termed as proxy variables, but there are occasions when, due to either practical difficulties in the collection of data in respect of certain variables, or due to the impossibility of direct quantification of many other variables, we have to rely on indirect quantification through the use of proxy variables. For example, variables like, income, output, and expenditure can be directly quantified, but in certain situations when we believe that the respondents will not correctly indicate their income, output, and expenditure due to say, tax problems, we have to collect the required information on these variables through indirect means by asking indirect questions using the directly measurable proxy variables (like, hours of work and leisure, number of employees, amount of raw material bought, means of entertainment in the household) that would approximately reflect the values of their income, output, and expenditure. On the other hand, there are many other variables, which cannot be quantified directly, and as such, we have to rely only on their proxy variables. For example,

· Standard of living can best be assessed through the use of proxy variables like, income, consumption expenditure, housing and furnishing cost, and many such directly measurable variables;

· Concealed poverty
 can only be assessed through proxy variables like, the number of poor involved in debt-trap, and in criminal and unethical activities;

· Extent and degree of corruption
 in a given system, which is beyond any direct measurement, can be assessed only through the use of 

(i) proxy instruments based on written documents (like, press reports, opinion polls, court proceedings and judgments, judicial records, records from anti-corruption agencies), and even television talk shows and inside stories;

(ii) certain indices like the Corruption Perception Index (CPI), as used and published by Transparency International in 1995, and later updated in 1996 and 1997, and even beyond that, and the Business International index (BII) as used by Business International, a subsidiary of the Economist’s Intelligence Unit, and the Global Competitive Report Index (GCRI) as based on a 1996 survey of firm managers who were queried on the extent of corruption relating to various aspects of business.

There is no dearth of such examples in economic and social studies. Proxy variables can either be close or remote/distant. Larger is the number of proxy variables, and more distant/remote they are; less genuine become the results of the given quantitative assessment.

Fixing the Sample Size
:

In any quantitative study, based on sampling, correct sample size is a must to have a specified degree of precision. Theoretically speaking, the sample size depends on the

(a) costliness of errors in the estimate, and

(b) costliness of sampling.

Mansfield (1991) says, “if substantial errors in the estimate will result in large penalties, the optimal sample size will tend to be large because the cost of increased sample size is likely to be outweighed by the resulting reduction in the sampling errors contained in the estimate.”  He further says, “ if it is relatively inexpensive to increase the sample size, the optimal sample size will tend to be larger than if it is relatively expensive to do so.” There has to be, therefore, an optimal trade-off between these two determinants of the sample size.

Practically speaking, exact determination of sample size basically depends, apart from other factors, on the standard deviation of the population from which the sample has to be drawn, and also on the probability error. In general, if it is desired that the probability be (1 - () that the sample mean differs from the population mean by no more than some number (, the sample size must equal
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This assumes that the sample is large and that the population is large relative to the sample. In other words, it means that the largeness of the sample size depends on the largeness of the population and, hence, its standard deviation.

In most of the cases the population standard deviation is not known, and, hence, sample size cannot be exactly fixed. Even when the population standard deviation is known, researchers do not much bother about the exact sample size because of their own convenience, both in terms of time and cost.

Collection of Data:

The basis of all statistics is systematic collection of numerical facts. It is only then that the methodology of statistics becomes operative, and helps us, though approximately, to draw facts from figures. Although statistics as a science suffers from many drawbacks, yet according to Moroney (1977) it always remains both desirable and undesirable. It is desirable because it offers a method of investigation, which is used when other methods fail; it is often a last resort. On the other hand, it is undesirable because it is quite often used to mislead and interpreted to misinterpret, especially by the State say, in terms of many parameters like, taxation, inflation rates and price indices, poverty levels, inequality ratios, unemployment, rate of growth, and so on.  

Collection of data itself is highly problematic in various ways. There is always an error either due to wrong questions, and, therefore, wrong responses, or due to negligence of the field workers. The question of primary and secondary data is also crucial. In the case of primary data, although the likelihood of errors is much less as compared to secondary data, yet it is neither feasible nor easy (both in terms of money and time cost) for every researcher to collect primary data. And, as such, in most of the cases, one has to rely on secondary data, and, somehow, reconcile with the in-built inaccuracies at a very high ‘academic’ cost. There is also another general constraint, which relates to the absence of any link, whatsoever, between the producers of data (like, the Central Statistical Organization, the National Sample Survey Organization, and such other institutions), on the one hand, and the users of such data, on the other (Anand, 1981). 

Beyond that it is a known fact (Reid, 1993) that the quantitative aspects of the science of economics are not fully fledged scientific because its data depend to a large extent on legal statutes, tax codes, and political regimes. Its theories are not always defined in terms of variables with agreed procedures and measurement, and the testing of its theories is rarely decisive. Beyond that, it operates within a larger system of political economy (Anand, 1996), and, as such, most of its prescriptions get distorted.

Analysis of Data:

Moroney (1977) has very aptly summed up the essence of statistical analysis, when he says that “a statistical analysis, properly conducted, is a delicate dissection of uncertainties, a surgery of suppositions. The surgeon must guard carefully against false incisions with his scalpel. Very often he has to sew up patient as inoperable.”  He further says that a statistician should be like  “a scientist with no axe to grind other than the axe of truth and no product to advertise save the product of honest and careful enquiry.” 

But no matter what it is, statistical methodology and, therefore, statistical analysis is subject to many unreal assumptions. Some of the contexts of these assumptions are briefly mentioned below:

· Construction of Frequency Distributions: Once the data set is available, it has to be condensed by some method of ranking or classification before its characteristics can be comprehended. This method of ranking or classification of a given variable (continuous or discrete) takes the form of what is termed as frequency distribution of the given variable, which spells the manner in which class-frequencies are distributed over the class-intervals of that variable. This involves fixing the scale class-interval, and also the position of intervals. It is then that the observations are classified. They are also then graphically represented through frequency curves, polygons and histograms. These various steps in the construction of frequency distributions involve many assumptions, which may not be true in real life.

· Types of Frequency Distributions: There are four broad categories of frequency distributions: the symmetrical, the moderately symmetrical or skew, the extremely symmetrical or J-shaped, and the U-shaped. We do find examples of these in real life, but they sometimes occur in an incomplete form because of certain limitations on the range of the variate, resulting in truncated forms. We also sometimes get complex distributions, which are a distorted mix of other normal varieties. We also get examples of pseudo-frequency distributions where the variate is s not strictly speaking measurable, as in psychology or even economics.

· Theoretical Distributions: Frequency distributions are normally constructed from a given set of data, but it is also possible to mathematically deduce what the frequency distributions of certain population should be, subject to certain general hypotheses. Such distributions are called theoretical distributions. We have three such distributions in statistics, which are of prime importance in statistical analysis. They are: the Binomial distribution, the Normal distribution
, and the Poisson distribution. They are also termed as classical distributions. Each one of them is subject to many assumptions. For example, the Binomial distribution is subject to assumptions like, an ideal coin (uniform, homogeneous circular disc) or an ideal die (perfect, uniform, and homogeneous cube), large number of throws, independent events, and so on. Likewise, the Normal distribution is subject to defining the mean, the standard deviation, and other parameters of the population. It is also symmetrical. The Poisson distribution is subject to the crucial assumption that one of the chances, say q, becomes indefinitely small and the total number of events (n) is increased sufficiently to keep nq finite, but not necessarily large.
 All these assumptions of the three theoretical distributions are just hypotheses, which do not have proper exactitude. The distributions, therefore, are just approximations, and do not always match with reality. The Tests of Significance (like, the t-test, the z-test, and the Chi-Square test) used variously to test the validity of the sample results for the given population, are, in fact, based on the given theoretical distributions, and are, as such, subject to the same and even other assumptions, which are also oblivious of reality. 

We may, therefore, conclude that the final outcome of all quantitative economic analysis invariably fails to reflect what happens in real life.

THE WAY OUT

Believing in the theory of the second best, the built-in difficulties of quantitative economics, as pointed out above, make us rely more on qualitative economics for better and effective diagnosis of the economic and social problems. Qualitative studies in economics are rather indicative. They optimally mix economic theory with the researcher’s own experience of the given context, perhaps through his insights and vision, and also on some kind of a feedback he gets from the concerned respondents.

But even qualitative studies have their own limitations, which can perhaps be easily avoided by taking little extra care. One of the crucial limitations is perhaps the intended indifference (and sometimes the ignorance) of researchers towards certain basic/built-in assumptions of the given context. In most of the cases, exclusion of these assumptions from the basic text, eventually lead to acute contradictions and inconsistencies between the stated goals and the actual policy. No matter what the context is, such built-in assumptions are always there.

For example, in the context of informal sector studies the basic built-in assumptions (Anand, 2005
), which are, by and large, ignored are:

· The majority of the entrepreneurs (especially in the micro and small units of the informal sector) are poor, and, hence, apart from other concerns of this sector, one has to focus on the equity and empowerment of the poor entrepreneurs to enable them to hare the benefits of growth and development so that they can voice their concerns and have a say in the formulation of policy programmes that directly affect them;

· Informal sector connects economics to society. This reality has four basic dimensions. These are economic, social, fiscal and regulatory, and conditions of insufficiency. The economic dimension takes us beyond the normal indicators of economic measurement, human resource development, and labour market operations, which invariably neglect or incorrectly measure the activities in informal sector. The social dimension relates to gender issue, child labour issues, and dual burden of women as workers and housekeepers. The fiscal and regulatory dimension relates to minimum wages, hazardous and unsafe working conditions, environmental pollution, and child labour. The conditions of insufficiency are linked with the fact that conditions of work in informal sector are adverse both economically and environmentally;
· Sufficient empowerment of the poor through asset building, and their involvement in the informal pursuits accelerates the pace of development;  
· A paradigm shift from technology expansion to market expansion mindset, from production to productivity, and from all kinds of trade to selected unexploited sectors (like, export markets, mass markets) helps informal sector development.
We may, therefore, conclude to say that any policy package for informal sector is best created through qualitative studies provided it takes into account the built-in assumptions as mentioned above. This is equally true of other contexts also. Once this caution is exercised, the ex-post gets equated to the ex-ante.
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