Modelling skewness and kurtosis with the BCPE density in GAMLSS
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This paper illustrates the power of modern statistical modelling in understanding processes characterised by data that are skewed and have heavy tails. Our particular substantive problem concerns film box-office revenues. We are able to show that traditional modelling techniques based on the Pareto–Levy–Mandelbrot distribution led to what is actually a poorly supported conclusion that these data have infinite variance. This in turn led to the dominant paradigm of the movie business that ‘nobody knows anything’ and hence that box-office revenues cannot be predicted. Using the Box–Cox power exponential distribution within the generalized additive models for location, scale and shape framework, we are able to model box-office revenues and develop probabilistic statements about revenues.
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1. Introduction

Statistical modelling has developed greatly since Nelder and Wedderburn [15] introduced the unifying concept of the generalised linear model in the 1970s. Generalised additive models [11,27] advanced the concept by incorporating smooth functions of explanatory variables and, more recently, the simultaneous modelling of up to four distribution parameters (e.g. location, dispersion, skewness and kurtosis) has been advanced by Rigby and Stasinopoulos [22]. This paper benefits from the flexibility of the generalized additive models for location, scale and shape (GAMLSS) suite of software with its model selection facilities and diagnostic procedures that facilitate model selection.
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Our particular data of interest are the cinema revenues of movies. These are highly skewed, with a small number of large revenue films coexisting alongside considerably greater numbers of smaller revenue films. Moreover, the skewed nature of these distributions appears to be an empirical regularity, with Pokorny and Sedgwick [17] dating this phenomenon back to at least the 1930s, making it an early example of a mass market long tail. Indeed, De Vany and Walls [5,6] commented on the consequential difficulty in modelling the dispersion, skewness and kurtosis of film revenues.

This difficulty is revisited and overcome here using the GAMLSS software and a unique micro data set of box-office revenues from the 1990s and 1930s. Our initial approach is to compare many competing models for the box-office revenues and specifically to compare these with the models based on the Pareto–Levy–Mandelbrot (PLM) distribution, which has dominated the modelling of box-office revenues since the work of De Vany and Walls [5].

The flexible four-parameter Box–Cox power exponential (BCPE) distribution, developed in [21], is used in Section 4.2 to provide a good fit of the 1990s’ and 1930s’ box-office revenues when explanatory variables are included in the model. The 1990s’ data are more detailed, including data on the number of cinema screens and the size of the film distributor. Stepwise model selection is used to determine that the four parameters of the BCPE model can be modelled as smooth non-parametric functions of the opening box-office revenue and the number of screens. Automatic selection of the smoothing parameters (based on a penalised quasi-likelihood (PQL) estimation [2]) is used to allow smooth modelling of the location, scale, skewness and kurtosis parameters of the distribution of the response variable.

In summary, the distribution of box-office revenues is better approximated by the BCPE distribution than by the PLM distribution with its infinite variance. Moreover, the resulting smooth modelling of the distribution parameters as additive functions of the opening box-office revenues and the number of screens reveals a significant informational signal given the inflexible admission prices of the industry. Therefore, methodologically, the work presented here is consistent with the work of Haavelmo [9,10] and Mandelbrot [13] in the sense of a distribution that brings a degree of order and understanding at different time periods and/or scales of time.

Section 2 presents a discussion conducted on some of the more important statistical properties of the BCPE and PLM distributions. Section 3 discusses a model selection strategy for the distribution of the response variable, the modelling of the distribution parameters of the selected distribution and the optimal degree of smoothing for the additive smoothing functions. Section 4 begins with an account of the empirical revenue data of the 1990s and 1930s, which is followed by an assessment of how the flexibility of our semi-parametric model captures the long tails of the box-office revenues using a distribution with finite moments. Section 5 presents a summary of the results together with the conclusion that the BCPE distribution adequately fits film revenue data from different time periods and institutional arrangements.

2. The GAMLSS framework: BCPE and PLM distributions

GAMLSS provides a very general and flexible way of modelling a (univariate) response variable as a function of explanatory variables. The distribution of the response variable can be any parametric distribution including highly skewed and kurtotic continuous and discrete distributions. The methodology is implemented in the free statistical software \texttt{R} [18]. The GAMLSS \texttt{R} implementation includes distributions with up to four parameters, denoted by $\mu$, $\sigma$, $\nu$ and $\tau$, which usually represent the location, scale, skewness and kurtosis shape parameters, respectively. All the parameters of the response variable distribution can be modelled using parametric and/or non-parametric smooth functions of explanatory variables, thus allowing modelling of the location, scale and shape parameters. We shall refer to $\mu$, $\sigma$, $\nu$ and $\tau$ as the \textit{distribution parameters}. Rigby and Stasinopoulos [22] defined the original formulation of a GAMLSS model as follows.
For \( k = 1, 2, 3, 4 \), let \( g_k(\cdot) \) be a known monotonic link function relating the distribution parameter \( \theta_k \) to predictor \( \eta_k \):

\[
g_k(\theta_k) = \eta_k = X_k \beta_k + \sum_{j=1}^{J_k} h_{jk}(x_{jk}),
\]

(1)

where \( X_k \) and \( \beta_k \) are the matrices of the explanatory variables and parameters to be estimated, respectively, for \( k = 1, 2, 3, 4 \), and \( h_{jk} \) are the smooth functions of explanatory variables \( x_{jk} \) for \( k = 1, 2, 3, 4 \) and \( j = 1, \ldots, J_k \). The explanatory variables can be similar or different for each of the distributional parameters \( \mu_k, \sigma_k, \nu_k \) and \( \tau_k \). In this paper, we only use the P-splines of Eilers and Marx [8] as smooth functions \( h_{jk} \), but the formulation in Equation (1) is general and any Gaussian Markov random field [23] formulation can be used here by setting the problem as a random effect model, that is, \( h_{jk} = Z_{jk} y_{jk} \), where \( y_{jk} \sim N(0, Q^{-1}) \), with \( Q \) being a sparse precision matrix (see [22, Sections 3.2.1 and 3.2.3]).

### 2.1 The BCPE distribution

The BCPE distribution, \( \text{BCPE}(\mu, \sigma, \nu, \tau) \), introduced by Rigby and Stasinopoulos [21] for centile estimation, provides a model for the response variable \( Y \) exhibiting both skewness and kurtosis (leptokurtosis or platykurtosis).

The \( \text{BCPE}(\mu, \sigma, \nu, \tau) \) distribution is specified for the positive random variable \( Y \) through the transformed random variable \( Z \) given by

\[
Z = \begin{cases} 
\frac{1}{\sigma} \nu \left[ \left( \frac{Y}{\mu} \right)^\nu - 1 \right] & \text{if } \nu \neq 0, \\
\frac{1}{\sigma} \log \left( \frac{Y}{\mu} \right) & \text{if } \nu = 0,
\end{cases}
\]

(2)

for \( 0 < Y < \infty \), where \( \mu > 0, \sigma > 0 \) and \( -\infty < \nu < \infty \), and where the random variable \( Z \) is assumed to follow a standard power exponential distribution with power parameter, \( \tau > 0 \), treated as a continuous parameter. [The parameterisation (2) was used by Cole and Green [4], who assumed a standard normal distribution for \( Z \).]

The probability density function (pdf) of \( Z \), a standard power exponential variable, is given by

\[
f_Z(z) = \frac{\tau}{c^2(1+1/\tau) \Gamma(1/\tau)} \exp \left\{ -0.5 \left[ \frac{z}{c} \right]^{\tau} \right\}
\]

(3)

for \( -\infty < z < \infty \) and \( \tau > 0 \), where \( c^2 = 2^{-2/\tau} \Gamma(1/\tau) \Gamma(3/\tau) \). This parameterisation, used by Nelson [16], ensures that \( Z \) has mean zero and standard deviation 1 for all \( \tau > 0 \). Note that \( \tau = 1 \) and \( \tau = 2 \) correspond to the Laplace (i.e. two-sided exponential) and normal distributions, respectively, while the uniform distribution is the limiting distribution as \( \tau \to \infty \). (Strictly, the exact distribution of \( Z \) in Equation (2) is a truncated standard power exponential distribution.) From Equation (2) the pdf of \( Y \) is given by

\[
f_Y(y) = f_Z(z) \left| \frac{dz}{dy} \right| = \frac{y^{\nu-1}}{\mu^\nu \sigma} f_Z(z)
\]

(4)

for \( y > 0 \). The parameters \( \mu, \sigma, \nu \) and \( \tau \) may be interpreted as relating to location (median), scale (approximate coefficient of variation), skewness (transformation to symmetry) and kurtosis (power exponential parameter), respectively. Figure 1 shows how their values affect the curve of the BCPE distribution. Note that although \( \mu \) can be interpreted as a measure of median box-office revenue, this is not shown because its effect on the BCPE distribution is a scaling along the \( x \)-axis.
Figure 1. Examples of theoretical BCPE distributions.

Figure 1 shows six plots of the BCPE distribution for different values of the parameters. All the six plots have the same \( \mu \). The top two plots show the effect of changing \( \sigma \) (while keeping the other three parameters fixed), that is, an increase in the spread of the distribution, the middle two plots show the effect of changing \( \nu \), that is, a change in the skewness, and the bottom two plots show the effect of changing \( \tau \), that is, a change in the kurtosis. Increasing \( \mu \) increases the median of the distribution (by scaling of \( Y \)), since if \( Y \sim \text{BCPE}(1, \sigma, \nu, \tau) \), then \( \mu Y \sim \text{BCPE}(\mu, \sigma, \nu, \tau) \). Increasing \( \sigma \) increases the spread (approximate coefficient of variation) of the distribution. Increasing \( \nu \) decreases the skewness from positive skewness when \( \nu < 1 \) to symmetry when \( \nu = 1 \) and to negative skewness when \( \nu > 1 \). Increasing \( \tau \) decreases the kurtosis. This is especially clear for the symmetric case when \( \nu = 1 \), with leptokurtosis when \( \tau < 2 \) (e.g. the Laplace, two-sided exponential when \( \tau = 1 \)), mesokurtosis when \( \tau = 2 \) (the normal distribution) and platykurtosis when \( \tau > 2 \) (e.g. the uniform distribution limit as \( \tau \to \infty \)). Therefore, these four distribution parameters decide the shape of the curve: \( \mu \) determines the ‘signal’, \( \sigma \) determines the ‘magnitude of the probabilities’, \( \nu \) determines the ‘symmetry’ and \( \tau \) determines the ‘fatness of the tails’. Note that \( Y \sim \text{BCPE}(\mu, \sigma, \nu, \tau) \) implies that \( Y = \mu \varepsilon \), where \( \varepsilon \sim \text{BCPE}(1, \sigma, \nu, \tau) \) is a multiplicative
error model. Hence, the proposed model can be considered as an additive logarithmic model, \( \log(Y) = \log(\mu) + \log(\epsilon) \). Following [5], the multiplicative model suggests a strong form of interaction among filmgoers.

2.2 The PLM distribution

Pareto found that income was distributed according to a power law that was subsequently named after him. Levy showed that there is a class of distribution functions which follow the asymptotic form of the law of Pareto. This class of distributions was defined by Mandelbrot [14].

The pdfs of random variables \( Y \) that follow the Pareto I or Pareto II distribution, respectively, are given by

\[
\text{Pareto I: } f_Y \left( \frac{y}{\mu}, \sigma \right) = \frac{\mu^\sigma}{y^{\sigma+1}} \quad \text{for } y \geq \mu \text{ with } \mu > 0, \sigma > 0, (5)
\]

\[
\text{Pareto II: } f_Y \left( \frac{y}{\mu}, \sigma \right) = \frac{\mu^\sigma}{(y + \mu)^{\sigma+1}} \quad \text{for } y \geq 0 \text{ with } \mu > 0, \sigma > 0. (6)
\]

It may be noted that the parameter \( \sigma \) of the GAMLSS notation is usually denoted in the PLM literature by \( \alpha \). We used \( \sigma \) for consistency reasons in Section 2.1.

The Pareto I density function is zero for \( y < \mu \), so \( \mu \) provides a lower bound for \( y \). The \( r \)th moment of \( Y \) is given by \( E(Y^r) = \mu^r(\sigma/(\sigma - r)) \) for \( \sigma > r \). The mean of the Pareto II distribution is given by \( E(Y) = \mu/(\sigma - 1) \) for \( \sigma > 1 \), while the variance, skewness and kurtosis are the same as those for the Pareto I distribution.

The \( \mu \) and \( \sigma \) are parameters that do not represent the mean and standard deviation of \( Y \). These parameters are, however, used to estimate the mean and variance of \( Y \) when they exist. Asymptotically, as \( y \to \infty \), the Pareto I and Pareto II distributions are equivalent.

The empirical findings ([5,6,25,26] and references therein) that \( \sigma < 2 \) mean that only the first moment exists for the Pareto I and Pareto II distributions. An implication of this is that the Pareto I distribution, which has dominated the modelling of box-office revenues in the literature, may not reveal the full structure and statistical properties of the box-office process that allows film rentals to rise and fall and booking periods to increase or contract.

3. Model strategy in GAMLSS

This section describes the model strategies adopted in this paper. Let \( \mathcal{M} = \{ \mathcal{D}, \mathcal{G}, \mathcal{T}, \Lambda \} \) represent a GAMLSS model as defined in Section 2. The components of \( \mathcal{M} \) are defined as follows:

(i) \( \mathcal{D} \) specifies the distribution of the response variable,
(ii) \( \mathcal{G} \) specifies the set of link functions,
(iii) \( \mathcal{T} \) specifies the terms appearing in all the predictors for \( \mu, \sigma, \nu \) and \( \tau \),
(iv) \( \Lambda \) specifies the smoothing hyper-parameters which determine the amount of smoothing in the \( h_j(\cdot) \) functions of Equation (1).

In the search for an appropriate GAMLSS model for any new data set, all the above four components have to be specified as objectively as possible.

We next discuss how the components \( \mathcal{D}, \Lambda, \mathcal{T} \) and \( \Lambda \) are specified in our analysis of the film data.
3.1 Component $\mathcal{D}$: selection of the distribution

The selection of the appropriate distribution is done in two stages, the fitting stage and the diagnostic stage. The fitting stage involves the comparison of different fitted models using a generalised Akaike information criterion (GAIC). The GAIC is defined as $\text{GAIC}(k) = -2 \times \ell + k \times df$, where $\ell$ is the log-likelihood function and $df$ are the effective degrees of freedom (edf) of the fitted model, respectively, and $k$ is a constant. We refer to $-2 \times \ell$ as the global deviance. The model with the smallest value of the criterion $\text{GAIC}(k)$ is then selected. The Akaike information criterion (AIC) [1] and the Schwarz Bayesian criterion (SBC) [24] are special cases of the GAIC($k$) corresponding to $k = 2$ and $k = \log(n)$, respectively. The two criteria, AIC and SBC, are asymptotically justified as predicting the degree of fit in a new data set, that is, approximations to the average predictive error. Justification for the use of SBC comes also as a crude approximation to Bayes factors [19,20]. In practice, it is usually found that while the original AIC is very generous in model selection, the SBC is more restrictive.

The diagnostic stage involves the use of worm plots. Worm plots were introduced by van Buuren and Fredriks [3] and are in effect detrended normal QQ plots of the quantile residuals (i.e. $z$-scores). The worm plot allows the detection of inadequacies in the model globally or within a specific range of an explanatory variable. van Buuren and Fredriks [3] proposed fitting cubic models to each of the detrended QQ plots, with the resulting constant, linear, quadratic and cubic coefficients, $b_0$, $b_1$, $b_2$ and $b_3$, respectively, indicating differences between the empirical and model residual mean, variance, skewness and kurtosis, respectively, within the range in the QQ plot. They summarised their interpretations in their Table II. For model diagnosis, they categorised the absolute values of $b_0$, $b_1$, $b_2$ and $b_3$ in excess of threshold values, 0.10, 0.10, 0.05 and 0.03, respectively, as misfits.

The normalised quantile residuals are defined as follows: given that the distribution of the response variable $f_i(y; \theta)$ is fitted to observations $y_i$ for $i = 1, 2, \ldots, n$, the fitted normalised quantile residuals [7] are given by $\hat{r}_i = \Phi^{-1}(\hat{u}_i)$, where $\Phi^{-1}$ is the inverse cumulative distribution function of a standard normal variate and $\hat{u}_i = F_Y(y_i; \theta)$ is the fitted cumulative distribution function, respectively. The advantage of normalised quantile residuals is that their true values $r_i$, $i = 1, 2, \ldots, n$, always have a standard normal distribution if the model is correct. (For discrete distributions, a randomisation of the quantile residuals is involved.)

3.2 Component $\mathcal{G}$: selection of the link functions

The selection of the link function is usually determined by the range of parameters in hand. For example, in the Pareto II distribution, both $\mu$ and $\nu$ take values in the positive line, so a log link function seems a natural way of ensuring that they remain positive. For the BCPE distribution, we used log for $\mu$, $\nu$ and identity for $\nu$.

3.3 Component $\mathcal{T}$: selection of the terms in the model

Let $\mathcal{X}$ be the selection of all terms available for consideration. $\mathcal{X}$ could contain both linear and smoothing terms. For example, let $f_1$ and $f_2$ represent factors and $x_1$, $x_2$, $x_3$ and $x_4$ represent continuous explanatory variables, respectively. Then, $\mathcal{X} = \{f_1 \ast f_2 + s(x_1) + s(x_2) + s(x_3) + x_4\}$ allows second-order interactions for the factors and smooth functions for $x_1$, $x_2$ and $x_3$ and a linear term for $x_4$.

For a given distribution for the response variable, the selection of the terms for all the parameters of the distributions is done using a stepwise GAIC procedure. There are many different strategies that could be applied for the selection of the terms used to model the four parameters $\mu$, $\sigma$, $\nu$ and $\tau$. We now describe the two approaches that we employed in our analysis.
3.3.1 Strategy A
For all variables in $X$ and for fixed distribution:

1. use a backward GAIC selection procedure to select an appropriate model for $\mu$, with $\sigma$, $\nu$ and $\tau$ fitted as constants;
2. use a forward selection procedure to select an appropriate model for $\sigma$, given the model for $\mu$ obtained in (1) and for $\nu$ and $\tau$ fitted as constants;
3. use a forward selection procedure to select an appropriate model for $\nu$, given the models for $\mu$ and $\sigma$ obtained in (1) and (2), respectively, with $\tau$ fitted as constants;
4. use a forward selection procedure to select an appropriate model for $\tau$, given the models for $\mu$, $\sigma$ and $\nu$ obtained in (1)–(3), respectively;
5. use a backward selection procedure to select an appropriate model for $\nu$, given the models for $\mu$, $\sigma$ and $\tau$ obtained in (1), (2) and (4), respectively;
6. use a backward selection procedure to select an appropriate model for $\sigma$, given the models for $\mu$, $\nu$ and $\tau$ obtained in (1), (5) and (4), respectively;
7. use a backward selection procedure to select an appropriate model for $\mu$, given the models for $\sigma$, $\nu$ and $\tau$ obtained in (6), (5) and (4), respectively.

The final model may contain different subsets from $X$ (i.e. not necessarily the same terms) for $\mu$, $\sigma$, $\nu$ and $\tau$.

3.3.2 Strategy B
This strategy forces all the distribution parameters to have the same term. That is, a term from $X$ is selected if its inclusion to the predictor in all the parameters improves the GAIC. The inclusion can be checked using forward, backward or stepwise procedure.

3.4 Component $\Lambda$: selection of the smoothing parameters
Each smoothing term selected for any of the parameters of the distribution has one smoothing (or hyper) parameter $\lambda$ associated with it. We denote by $\Lambda$ the set of all smoothing parameters, for example, $\Lambda = \{\lambda_{\mu,1}, \lambda_{\mu,2}, \lambda_{\sigma,2}, \lambda_{\sigma,3}, \lambda_{\nu,1}\}$. Here, we assume that there are two terms in $\mu$ which need smoothing, $x_1$ and $x_2$, two terms in $\sigma$, $x_2$ and $x_3$, and one term in $\nu$, $x_1$.

The smoothing parameters can be fixed or estimated from the data. The standard way of fixing the smoothing parameters, as suggested in [11], is by fixing the edf for smoothing. The following are three of the different methods of estimating the smoothing parameters:

1. using generalised cross validation [27],
2. using GAIC [22],
3. using local maximum-likelihood method or a PQL method, as in [12].

The PQL method is the method used in our analysis. The method is implemented in the $R$ function $\text{pbo()}$, which uses a P-spline smoother [8]. Hence, the model terms were selected using the SBC, while the smoothing parameters (and hence corresponding edf) were chosen using PQL.

4. Empirical analysis
This section presents an empirical analysis of the box-office revenues with a number of distributions selected from the $\text{gamlss.dist}$ package in order to develop and compare many
competing models for the box-office revenues and, specifically, to compare these with the models based on the Pareto I and Pareto II distributions.

The key aim here is to find a distribution that fits well two data sets representing different time periods and institutional arrangements (with the aim of searching for an intertemporal probabilistic law without ‘ad hoc’ fixes). Because the 1990s’ data set exhibits higher degree of kurtosis and skewness, we first use the 1990s’ data set and then we test if the selected model also fits well the 1930s’ data set. Using the stepGAIC.A() function in GAMLSS, we compare the models that best fit the 1990s’ post-opening box-office revenue, conditional on the available explanatory variables such as the opening box-office revenue, number of screens, type of distributor and year of movie release.

4.1 The 1990s’ and 1930s’ data sets

The objective of the distribution system of movies is to maximise revenues. The institutional basis for doing this was different during the two periods. In the 1930s, films were first released to a small number of box-office rich showcase cinemas in metropolitan centres, where they built reputation, before being put out through time and place to a myriad of cinemas in particular localities, demarcated into runs based on their box-office capability. In effect, audiences in metropolitan centres expressed a time preference for movies, sometimes paying a premium for the privilege of an earlier screening, rather than waiting until the film appeared at a later date at lower status, generally less well-appointed cinema in their locality.

Using weekly box-office data that were listed in the trade journal Variety, the 1930s’ data set charts the diffusion of films among a sample of 104 first-run cinemas located in 24 cities across North America that were released between October 1934 and October 1936. These cinemas were top of the range, representing the first tier in the diffusion process described above. Altogether, the data set comprises the exhibition records of 969 films that received between them 11,016 screenings at these 104 cinemas. All revenues were converted into 1929 US dollars. Within the sample section, the most popular films opened and had extended runs in the very large box-office rich cinemas of New York and Chicago, before being released weeks later to the cinemas of the large provincial city centres such as Philadelphia and Los Angeles, after which they were screened weeks later in regional cities such as Tacoma and Denver. All of this occurred before wider distribution to second-run, third-run, fourth-run and so on cinemas everywhere.

By way of contrast, in the North American market during the 1990s, films were released simultaneously to as many screens as distributors and exhibitors thought desirable. The data set is derived from industry standard data sourced by Nielsen EDI for the North American market annually for 13 years from 1988 to 1999. All revenues are expressed in 1987 US dollars. During this period, 4164 films were released with revenues ranging from $145 to over $413 million, opening on between 2 and 3342 screens.

Figure 2(a) and (b) shows a box plot and histogram of the total box-office revenue, respectively, while Figure 2(c) plots the post-opening box-office revenue against the opening box-office revenue and Figure 2(d) plots the log of post-opening box-office revenue against the log of opening box-office revenue. Note that the total box-office revenue is equal to the post-opening box-office revenue plus the post-opening box-office revenue. The later plots try to explore the question whether the post-opening box-office revenue can be predicted given the information obtained on the first week of the box-office.

Figure 3, for example, shows descriptive plots of the box-office revenues in the 1930s, which shows that US theatrical movie market of the 1930s is also skewed and kurtotic (although to a lesser degree). The lower skewness and kurtosis should be reflected in the fitted model.
4.2 Modelling of distribution parameters

Given that a set of plausible distributions have been identified from the marginal analysis, the parameters of the selected distributions are modelled as regression models. In particular, the distribution parameters are modelled using the penalised B-spline function as a way of understanding how the location, scale, skewness and kurtosis parameters of the distribution of the post-opening box-office revenues are affected by the opening box-office revenues, number of screens, distributor type (major or independent) and year of release. Unlike the conclusion drawn based on the Pareto distribution, the GAMLSS model based on the BCPE distribution suggests that we can, to a substantial extent, separate the high-return films from the low-return films early in the lifetime of a film.

Figure 4 shows the worm plot [3] of the BCPE distribution model. The BCPE distribution model fits very well the data. The lack of quadratic and cubic shape of the residuals indicates that the empirical skewness and kurtosis are appropriately captured by the BCPE distribution model.

Based on the model selection strategy A discussed in Section 3, the empirical GAMLSS-based model is $Y \sim \text{BCPE}(\mu, \sigma, v, \tau)$, where $Y = \log(\text{post-opening box-office revenue})$ and

\[
\log(\mu) = p_b(x_1, df = 10) + p_b(x_2, df = 7) + x_3, \\
\log(\sigma) = p_b(x_1, df = 5) + p_b(x_2, df = 4) + x_4,
\]
Figure 3. The 1930s’ data: (a) and (b) total revenue and (c) and (d) post-opening revenues against opening revenue.

\[ \nu = x_1 + pb(x_2, df = 2) + x_3, \tag{7} \]

\[ \log(\tau) = 0.5705, \]

where \( x_1 = \log(\text{opening box-office revenues}) \), \( x_2 = \log(\text{number of screens}) \), \( x_3 = \text{type of distributor (major or independent)} \) and \( x_4 = \text{year of movie release} \). For example, \( pb(x_1, df = 10.5) \) is a non-parametric smoothing function of \( x_1 \) with an additional degree of freedom for smoothing on top of the linear term. The \( edf = df + 2 = 12.5 \), where the additional two degrees of freedom account for the linear term. When \( edf \geq 3 \), non-ergodic dynamics are in operation in the motion picture industry. It is important to note here that the regression models for the distribution parameters are different. This flexibility is important as the \( \sigma \) (approximate coefficient of variation) of the BCPE distribution is not affected by the type of distributor (major or independent). This is consistent with subject-specific expertise.

Figure 5 graphically shows the dynamics of \( \mu \), \( \sigma \) and \( \nu \) distribution parameters of Equation (7) based on the selected explanatory variables (\( lboopen = \log(\text{opening box-office revenues}) \), \( lnosc = \log(\text{number of screens, type of distributor and year of release}) \). Note that because \( \tau = 1.77 \), the distribution of the revenues is leptokurtotic.

The top three graphics in Figure 5 show that the partials for the \( \mu \) (median) distribution parameter. We can observe that the higher the opening box-office, the higher the post-opening box-office. This effectively confirms the argument of the film producers about the opening power, despite the
fact that this argument was refuted in academic literature based on the Pareto hypothesis. Given the opening box-office revenues, movies that opened with a large number of screens are less successful as shown by the middle graphic in the top row. Given the opening box-office revenues and the number of screens, major distributors also achieve higher post-opening box-office revenues.

The middle three graphics in Figure 5 show the partials for $\sigma$ (approximate coefficient of variation). The $\sigma$ of the BCPE distribution might be interpreted as a measure of the variation in a consensus opinion about a film. We can observe that the higher the opening box-office revenues, the greater the reduction in the coefficient (the decline is steeper in the broad middle of the opening box-office performance). Thus, the higher the opening box-office revenues, the lower the variation in a consensus opinion about a film. Given the opening box-office revenues, the coefficient of variation reduces when the number of opening screens is in the top half of the distribution of the number of screens. We can also observe that the coefficient of variation reduces with the passing of time, while the type of distributors has no significant impact. This suggests that both major
and independent film distributors collectively learn the best distribution strategies that reduce the ‘risk’ of a very rapid death process for a film.

The bottom three graphics in Figure 5 show the partials for the $\nu$ (transformation to symmetry). We can observe that as the number of opening screens increases, the skewness changes from negative to positive. Given the number of opening screens, the opening box-office revenues have the opposite effect. Finally, given the opening number of screens and the opening box-office revenues, independent distributors achieve higher degree of symmetry compared with the major distributors.

Figure 6 shows the fitted pdfs of 1990s’ post-opening box-office revenues of the 1997 film ‘Titanic’ (the best performing film) and the 1998 film ‘Touch Me’ (a relatively poor performing film). Thus, by using GAMLSS, the shape of distribution of the post-opening box-office revenue can be estimated early in the lifetime of a film. The substantive implication of applying the GAMLSS model using the BCPE distribution is that probabilistic statements can be used (a) to correctly price future contracts indexed on the films’ performance and (b) to adjust dynamically post-opening diffusion arrangements.

As one aim of this paper is to find a flexible distribution for the box-office revenues, we fitted the BCPE distribution to the box-office revenues of the 1930s’ market, and the diagnostic plot shows an adequate fit across the data set. Figure 7 shows the fitted model for the selected ‘opening box-office revenues’ superimposed on a smoothed scatterplot diagram as a way of demonstrating the flexibility of the distribution.
Figure 6. The pdfs for two films in the 1990s.

BCPE($\mu = 17.97, \sigma = 0.023, \nu = -4.5, \tau = 1.77$)

Figure 7. The fitted BCPE distribution to the 1930s’ data.
5. Summary and conclusions

Using the flexibility of the GAMLSS framework and a wide range of model selection facilities and diagnostic procedures, we can better explore the statistical properties of the box-office revenues and revise the dominant modelling paradigm of the PLM distribution model.

The BCPE distribution model was identified by bringing a number of statistical techniques under a single umbrella, namely

- the flexibility of the GAMLSS framework for regression type of models for the distribution parameters $\mu$, $\sigma$, $\nu$ and $\tau$;
- the flexibility of the BCPE distribution to address the consequential difficulty in modelling the dispersion, skewness and kurtosis of film revenues where the BCPE distribution parameters $\mu$, $\sigma$, $\nu$ and $\tau$ may be interpreted as relating to location (median), scale (approximate coefficient of variation), skewness (transformation to symmetry) and kurtosis (power exponential parameter), respectively;
- model selection strategies for the regression type of models for the BCPE distribution parameters;
- smoothing of P-splines within GAMLSS by setting the problem as a random effect model;
- use of diagnostic plots to visualise how well a model fits the data, to find locations at which the fit can be improved and to compare different fits.

By applying the semi-parametric GAMLSS model $M$ based on the BCPE distribution, we re-examined the argument of infinite variance and refute the claim that in the film business nobody knows anything. Instead, we argue that somebody knows something, at least in probabilistic terms.
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