The characterization of return distributions and forecast of asset-price variability play a critical role in the study of financial markets. This study estimates four measures of integrated volatility—daily absolute returns, realized volatility, realized bipower volatility, and integrated volatility via Fourier transformation (IVFT)—for gold, silver, and copper by using high-frequency data for the period 1999 through 2008. The distributional properties are investigated by applying recently developed jump detection procedures and by constructing financial-time return series. The predictive ability of a GARCH (1, 1) forecasting model that uses various volatility measures is also examined. Three important findings are
reported. First, the magnitude of the IVFT volatility estimate is the greatest among the four volatility measures. Second, the return distributions of the three markets are not normal. However, when returns are standardized by IVFT and realized volatility, the corresponding return distributions bear closer resemblance to a normal distribution. Notably, the application of financial-time sampling technique is helpful in obtaining a normal distribution. Finally, the IVFT and realized volatility proxies produce the smallest forecasting errors, and increasing the time frequency of estimating integrated volatility does not necessarily improve forecast accuracy. © 2010 Wiley Periodicals, Inc. Jnl Fut Mark 31:55–80, 2011

INTRODUCTION

Volatility modeling is the subject of extensive investigation in the financial economics literature (see, for instance, Andersen, Bollerslev, & Diebold, 2005; Andersen, Diebold, Labys, & Bollerslev, 2001; Figlewski, 1997; Poon & Granger, 2003). The measurement and forecasting of volatility is essential for the characterization of market dynamics, valuation of assets, pricing of derivative instruments, and choices that affect portfolio allocation decisions. Furthermore, policy makers, including central banks often rely on volatility estimates to assess the vulnerability of financial markets and the economy.

The increased availability of high-frequency data has led to a renewed interest in understanding the return distribution properties, and developing new and improved volatility measurements that make use of information available in intraday prices. As a result various volatility measures have been examined in studies that provide fresh insights related to the distributional properties and dynamic dependencies in financial markets (for example, Andersen & Bollerslev, 1998a; Andersen, Bollerslev, Frederiksen, & Nielsen, 2009; Hansen & Lunde, 2005, 2006; Nielsen & Frederiksen, 2008). These studies show how intraday volatility measures can be used in the formulation of highly informative and directly testable distributional implications for discretely observed asset returns.

However, surprisingly very little of this research has been tested in the futures market. This article conducts a comprehensive examination of return distribution, volatility estimation, and volatility forecasting for three important metals—gold, silver, and copper. Interest in metal futures stem from the fact that these contracts are heavily traded, and are often viewed as a hedge against inflation and market uncertainty. A study of the metal futures prices is also important because of its role as a monetary medium and its application in a wide range of industries.

Some of the major research strands in metals futures market include exploring stochastic or unit root properties of prices (Krehbiel & Adkins, 1993), testing market efficiency (Aggarwal & Soenen, 1991; Lucey & Tully, 2006), examining conditional dependence in prices (Akgiray, Booth, Hatem, & Chowdary, 1991),
investigating co-movement among different metals (Ciner, 2001), and identifying dynamic relationships between futures and spot prices (Kocagil, 1997).

The study uses intra-day trading data for the period spanning 1999 through 2008, an expansive time period which allows us to evaluate the return distribution and model daily volatility in a manner that fully accounts for the process governing price variability. Four different measures of daily integrated volatility are estimated—absolute returns, bipower volatility, realized volatility, and integrated volatility using the Fourier transformation (IVFT). Among the four volatility measures, IVFT which was introduced by Malliavan and Mancino (2002) and the realized bipower volatility which was introduced by Barndoff-Nielsen and Shephard (2004) are fairly new techniques and their applications in the financial economics literature are still nascent. Consequently, the study places additional emphasis on the relative efficiency of these new measures in modeling and forecasting volatility for gold, silver, and copper.

The present research extends our understanding of the metals market in several ways. First, we examine the distributional properties of the three metal futures returns. Second, we estimate volatility using various integrated volatility measures and then provide evidence on the forecasting performance of these measures. Finally, we document how volatility forecasting performance changes as the intraday time frequency used to measure daily returns increase from 15-minute intervals to 1-minute intervals.

The remainder of this article is organized as follows. Second section reviews the methodology with a discussion of different volatility models, moment-based normality tests used to assess the distributional properties of daily returns, and loss functions used to compare competing volatility forecasts generated from a generalized autoregressive conditional heteroskedasticity (GARCH) (1, 1) model. Subsequent section discusses the data, data cleaning methods, and preliminary data characteristics. Penultimate section provides the empirical results and last section concludes the study.

**METHODOLOGY**

**Volatility Measures**

There are four major approaches to estimating integrated volatility in financial markets.

**Absolute returns**

The absolute return measure is sometimes viewed as an alternative to constant standard deviation used to calculate asset return volatility, and can be applied for data of any time frequency. This measure is somewhat popular among
empirical studies (see Cumby et al., 1993; Figlewski, 1997; West & Cho, 1995). It is estimated as follows:

\[ \sigma_t = |R_t| = |p_t - p_{t-1}|, \]

where \( \sigma_t \) is the conditional standard deviation at time \( t \), \( R_t \) is the return during the time period \( t-1 \) to \( t \), and \( p_t \) and \( p_{t-1} \) are the logarithm of the asset prices \( S \) at time \( t \) and \( t-1 \), respectively. If daily open and close prices are available, we can estimate the absolute daily return as

\[ |R_t| = \left| \log \left( \frac{S_{t, close}}{S_{t, open}} \right) \right| = |p_{t, close} - p_{t, open}|. \]

By definition, the above absolute return measure ignores intraday information embedded in the data.

**Realized volatility**

The realized volatility measure, also known as the cumulative intraday squared return measure of volatility, was introduced by Anderson and Bollerslev (1998a) for high-frequency data. This measure is estimated as follows:

\[ \sigma_t = \sqrt{RV_t} = \left( \sum_{n=1}^{N} r_{t,n}^2 \right)^{1/2} = \left( \sum_{n=1}^{N} (p_{t,n} - p_{t,n-1})^2 \right)^{1/2}, \]

where \( \sigma_t \) is the volatility measure, \( RV_t = \sum_{n=1}^{N} r_{t,n}^2 \) is the realized variance, or the cumulative intraday squared return, \( p_{t,n} \) is the logarithm of the \( n \)th observation during the period between \( t-1 \) and \( t \), and \( N \) is the number of observations during that period of time.

The realized volatility estimator is justified based on the quadratic variation theorem which implies that when asset prices are observed without errors, this estimator provides consistent estimates of integrated volatility of the underlying price process (see Mancino & Sanfelici, 2008). Barndoff-Nielsen and Shephard (2001) show that realized volatility is less subject to measurement error and provides estimates that are less noisy.

**Integrated volatility via bipower variation**

As an alternative estimator of integrated variance, the realized bipower variation was suggested by Barndoff-Nielsen and Shephard (2004). The realized bipower variation is defined as

\[ BV_t = \frac{\pi}{2} \sum_{n=1}^{N} |r_{t,n}| |r_{t,n-1}|, \quad t = 1, \ldots, T. \]
where, \( r_n \) is the \( n \)th intra-period return during the period between \( t - 1 \) and \( t \). Therefore, the integrated volatility (realized bipower volatility) can be estimated as

\[
\sigma_t = \sqrt{BV_t} \tag{5}
\]

Barndoff-Nielsen and Shephard (2004) shows that the realized bipower variation converges to the same probability limit as the realized variance when prices follow a stochastic volatility process and the limit does not change with added rare jumps. In contrast, the limit for realized variance changes when there are jumps. Therefore, the differences between the limit of the realized bipower variation and the realized variance are useful in indentifying the impact of jumps on the quadratic variation, or integrated variance (also see Anderson et al., 2009).

**Integrated volatility via Fourier transformation (IVFT)**

Malliavin and Mancino (2002) recently propose the Fourier estimator of integrated volatility wherein the instantaneous volatility is reconstructed as a series expansion with coefficients gathered from Fourier coefficients of the price variation (also see Reno & Barucci, 2002).

This measure can be described as follows. Let \( S(t), (0 \leq t \leq T) \) be a time series of an asset prices and \( p(t) = \log(S(t)) \) which is the series of the logarithm prices. Without loss of generality, the series \( p(t) \) can be described by the following stochastic process:

\[
dp(t) = \sigma_t dw(t), \tag{6}
\]

where, \( \sigma_t \) is the instantaneous volatility at time \( t \), a time dependent random function, and \( W(t) \) is a standard Brownian motion.

Given a time series of \( N \) observations \((t_i, p(t_i)), i = 1, \ldots, N\), data is compacted into the interval \([0, 2\pi]\). This interval is the normalization for the time window. Inside this time window, there is a partition determined by the number of observations during that day. Thus, an estimator of the integrated volatility can be obtained as

\[
\int_0^{2\pi} \sigma^2(s) \, ds = 2\pi a_0(\sigma^2) \tag{7}
\]

\[
\sigma_t = (2\pi a_0(\sigma^2))^{1/2},
\]

where, \( a_0(\sigma^2) \) is the first Fourier coefficient,
and, \( a_k(dp) \) and \( b_k(dp) \) are the Fourier coefficients of \( dp \):

\[
a_k(dp) = \frac{1}{N} \sum_{i=1}^{N-1} p(t_i) \frac{1}{\pi} \left[ \cos(kt_i) - \cos(kt_{i+1}) \right],
\[
b_k(dp) = \frac{1}{N} \sum_{i=1}^{N-1} p(t_i) \frac{1}{\pi} \left[ \sin(kt_{i+1}) - \sin(kt_i) \right].
\]

Equation (7) gives the expression of \( a_0(\sigma^2) \) which is a limit of the summation of \( a_k(dp) \) and \( b_k(dp) \). Equations (8) computes the Fourier coefficients \( a_k(dp) \) and \( b_k(dp) \). The integrated volatility can now be estimated without integration.

The properties of different volatility measures have been examined in the literature in the context of foreign exchange markets and simulated data. Andersen and Bollerslev (1998a) use currency data to show that the realized volatility is more efficient than absolute returns. Reno and Barucci (2002) compare IVFT with realized volatility in a Monte Carlo study to generate latent instantaneous volatility, and they show that the IVFT method is superior to the realized volatility approach. Nielsen and Frederiksen (2008) compare different measures of integrated volatility with a Monte Carlo simulated dataset that uses parameters estimated by Andersen and Bollerslev (1998b). They find the IVFT method to be superior compared with the realized volatility and wavelet transformation. More strikingly, even after using bias correction methods designed specifically to handle market microstructure effects, the IVFT method is shown to have a superior forecasting performance while having only a slightly higher bias.

**Normality Tests**

Andersen, Bollerslev, and Dobrev (2007) argue that traditional normality tests are biased in testing whether or not the return distributions are i.i.d. Gaussian. The authors develop a new scheme of normality tests based on the first four moments within the context of continuous time jump diffusion framework, summarized as follows:

Define the sample and population moments by

\[
\bar{M}_T^{(k)} = \frac{1}{T} \sum_{t=1}^{T} R_t^{(k)}, \quad \text{and} \quad M_t^{(k)} = E[\bar{M}_T^{(k)}].
\]

The Normality Tests are performed to check if the returns are normally distributed.
Then, for a standard normal distribution, we have $M_{T}^{(1)} = M_{T}^{(3)} = 0$, $M_{T}^{(2)} = 1$, and $M_{T}^{(4)} = 3$. The individual moments normality tests are

$$T[M_{T}^{(1)}]^{2} \equiv \chi^{2}(1), \quad \frac{T}{2} [M_{T}^{(2)} - 1]^{2} \equiv \chi^{2}(1),$$

$$\frac{T}{15} [M_{T}^{(5)}]^{2} \equiv \chi^{2}(1), \quad \frac{T}{96} [M_{T}^{(4)} - 3]^{2} \equiv \chi^{2}(1).$$

The joint normality test for the first four moments is

$$T(M_{T}^{(1)}M_{T}^{(2)} - 1M_{T}^{(3)}M_{T}^{(4)} - 3) \equiv \chi^{2}(4)$$

Here, $T$ is the number of observations (returns) in the sample. Andersen et al. (2007) prove that this set of normality test is more powerful than conventional normality tests. We apply the four moment’s individual normality tests and the joint test to the standardized returns.

### Assessing Forecast Performance

As ‘true’ volatility can never be observed, it is necessary to establish a proxy for actual volatility in order to determine the forecast performance of volatility estimates. In this study the predictive ability of the GARCH model is examined by using the daily absolute return, realized volatility, realized bipower volatility, and IVFT measures. The use of the GARCH(1,1) forecasting model has precedence in studies such as Baillie and Bollerslev (1992), Andersen et al. (2001), Reno and Barucci (2002), and Koopman, Jungbacker and Hol (2005).

Suppose the mean equation of returns is specified by an AR($p$) model as

$$R_{t} = c + \sum_{i=1}^{p} a_{i} R_{t-i} + \epsilon_{t}.$$  \hspace{1cm} (13)

Here $R_{t}$ is the return at day $t$, $c$ and $a_i$ are parameters to be estimated, and the error term, $\epsilon_t$, is factorized as

$$\epsilon_{t} = z_{t} h_{t}^{1/2},$$  \hspace{1cm} (14)

where $z_{t}$ is an i.i.d. sequence with mean zero and variance one. Then the GARCH ($p$, $q$) model can be written as

$$h_{t} = \omega + \sum_{i=1}^{p} \alpha_{i} \epsilon_{t-i}^{2} + \sum_{j=1}^{q} \beta_{j} h_{t-j}.$$  \hspace{1cm} (15)
A GARCH(1, 1) model is estimated on the daily return series. Here, p and q are the numbers of lags in the error term and GARCH volatility, and \( \omega, \alpha_t \) and \( \beta_t \) are coefficients to be estimated. The following equation is used to forecast the one-day ahead volatility:

\[
F_{1,t} = \sigma_1^2(\alpha_1 + \beta_1)(h_{t-1} - \sigma_1^2)
\]  

(16)

where \( \sigma_1 = \frac{\omega}{\alpha_1 + \beta_1} \) and \( h_t \) is the conditional variance from GARCH model of the previous day and \( F_{1,t} \) is the one-day-ahead forecast.

The predictive ability of the GARCH(1, 1) model for different volatility measures are evaluated using the new family of loss functions suggested by Patton (2009). The family of loss functions has been empirically tested and shown to be superior to the heteroscedastic root mean squared error (HRMSE) and the logarithmic loss function (LL) which are two commonly used loss functions used in the literature. Patton’s (2009) family of loss functions has the following expression:

\[
L(\hat{\sigma}^2, h; b) = \begin{cases} 
\frac{1}{(b+1)(b+2)}(\hat{\sigma}^{2b+4} - h^{b+2}) - \frac{1}{b+1}h^{b+1}(\hat{\sigma}^2 - h), & \text{for } b \in \{-1, -2\} \\
h - \hat{\sigma}^2 + \hat{\sigma}^2 \log \frac{\hat{\sigma}^2}{h}, & \text{for } b = -1, \\
\hat{\sigma}^2 - \log \frac{\hat{\sigma}^2}{h} - 1, & \text{for } b = -2.
\end{cases}
\]

(17)

Here, \( \hat{\sigma}^2 \) is the forecasted variance, \( F_{m,t} \), and \( h \) is volatility proxy, \( \sigma^2 \). To evaluate forecast performance, we first apply Equation (16) to obtain the one-day-ahead volatility. Subsequently, the four integrated volatility estimators are used as “real” volatility proxies, \( \sigma^2 \), to see how far forecasted values deviate from “true” values. The criteria for evaluating forecast performance are dependent on the relative values of the loss functions (see Andersen et al. 2001; Baillie & Bollerslev, 1992; Koopman et al., 2005; Reno & Barucci, 2002).

The criteria for evaluating forecast performance are dependent on the relative values of the loss functions. Similar to Patton (2009), we report cases where \( b = -5, -2, -1, 0, \) and 1. Smaller absolute values of the loss functions indicate better forecasting performance. Note that the simple MSE loss function is obtained when \( b = 0 \), and the quasi-likelihood (QLIKE) loss function is obtained when \( b = -2 \). Patton (2009) argues that the QLIKE loss function is the most powerful one within this family of loss functions.

\[^1\text{HRMSE} = E[(1 - \frac{F_{m,t}}{\sigma^2})^{1/2}] \quad \text{LL} = E[\log(\frac{F_{m,t}}{\sigma^2})].\]
DATA CHARACTERISTICS AND DATA CLEANING

Our primary data set includes intraday, tick-by-tick, futures prices for gold, silver, and copper for four time intervals: 1-, 2-, 5-, and 15-minute intervals. The data is obtained from the Futures Industry Institute. All three futures contracts are traded on NYMEX (New York Mercantile Exchange) and priced in US dollars. The sample period is from January 1999 to December 2008.

Data Characteristics

The tick-by-tick raw futures data specify the time, to the nearest second, and the exact price of the futures transaction. The contract with the nearest expiration is used to construct a continuous futures price series. Specifically, we consider the daily tick volume for the front and first back-month contracts and rollover to the next contract when the daily tick volume of the back-month contract exceeds the daily tick volume of the current front month contract. This procedure results in linking together multiple contracts using only the most active portion of each contract. For each time interval, the last recorded price for the nearby futures contracts are employed to obtain the 1-, 2-, 5-, and 15-minute prices. Based on the number of trading days in the sample period, the total numbers of observations obtained for each metal are about 702,000, 351,000, 140,500, and 35,100 for the 1-, 2-, 5-, and 15-minute frequencies, respectively.

Table I reports summary statistics for the daily raw return series for gold, silver, and copper. Gold has a daily mean return of 0.04% and standard deviation 1.16%. Both silver and copper have approximately the same mean return (0.03%), but silver has a higher standard deviation (1.89%). The distributions for silver and copper are negatively skewed. Kurtosis, which is a measure of the peak of the distribution relative to a normal distribution, is 9.1 for gold, 11.8 for silver,

<table>
<thead>
<tr>
<th></th>
<th>Gold Futures</th>
<th>Silver Futures</th>
<th>Copper Futures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.04%</td>
<td>0.03%</td>
<td>0.03%</td>
</tr>
<tr>
<td>Median</td>
<td>0.04%</td>
<td>0.11%</td>
<td>0.04%</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>1.16%</td>
<td>1.89%</td>
<td>1.82%</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.19</td>
<td>-1.00</td>
<td>-0.34</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>9.11</td>
<td>11.76</td>
<td>8.24</td>
</tr>
<tr>
<td>Jarque–Bera</td>
<td>3921.12</td>
<td>8450.26</td>
<td>2914.69</td>
</tr>
<tr>
<td>Probability</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>No. of observations</td>
<td>2512</td>
<td>2510</td>
<td>2506</td>
</tr>
</tbody>
</table>
and 8.24 for copper. The Jarque–Bera tests reject the null hypothesis that the sample raw returns for gold, silver, and copper come from a normal distribution.

Figure 1 shows the daily raw return series for gold, silver, and copper for the period 1999–2008. All three return series exhibit a great deal of volatility, particularly after 2005, while showing a tendency for a constant mean. Across all three metals, the largest shocks to the return process took place towards the end of 2008 coinciding with the turmoil in financial markets. Also, in general, the volatility in silver and copper appear to be more pronounced than gold.

Figure 2 provides histograms of the raw return distribution for the three metals. All three return distributions show that they are concentrated around the mean, but exhibit fatter tails and sharper peaks at the mean of the returns in comparison to the standard normal distribution. The negative skewness coefficient (i.e., a large probability of outcomes above the expected value) for silver and copper are also visible from the graph. Once again, there is strong visual evidence to suggest that the returns for gold, silver, and copper futures do not appear to be normally distributed.
Figure 3 presents correlograms of the daily raw return series. Daily returns have very little correlation which means that returns are almost impossible to predict from their own past history (up to 20 lags), and this is evidence that the unconditional mean is roughly constant.

**Data Cleaning**

Prior to conducting empirical analysis, a two-step procedure is employed to clean the raw data. First, in order to minimize bias in the results we eliminate days that have infrequent trades. During each normal trading day, the high-frequency data at five-minute interval should have about 72 price observations for gold, 70 observations for silver, and 68 observations for copper. We remove those days from the sample where the number of five-minute price observations is less than 50% of the number of price observations found in a normal trading day. For instance, there are 33 days during which the gold contract had fewer than 36 five-minute price observations.
Similarly, the corresponding number of days with insufficient data for silver and copper were 44 and 39, respectively. This resulted in a sample size of 2,480 days for gold, 2,467 days for silver, and 2,116 days for copper.2

Second, similar to Hansen and Lunde (2006) we eliminate days when the opening and closing transaction prices are the same. Zero daily returns are particularly a problem when computing the loss functions associated with daily absolute returns. After removing those days from the sample, we end up with data for 2,430, 2,375, and 2,061 days for gold, silver, and copper.

**EMPIRICAL RESULTS**

**Comparing Volatility Measures**

As a first step, we estimate integrated volatility using the four volatility measures (see Equations (1), (3), (5), and (7)) and volatility estimated using the

---

2We tried other filters that ranged from 30 to 60%, but the results were qualitatively similar. We thought that the 50% requirement was reasonable.
GARCH(1, 1) model. It is important to note that the GARCH model should not be viewed as a benchmark, but just as another competing model that is used for comparative purposes.

Table II summarizes the average annualized volatility, $\sqrt{252} \times \sigma_{\text{Daily}}$, of gold, silver, and copper for the cleaned data using different volatility measures and different sampling frequencies. In the case of gold (see Panel A), for the one-minute interval, the estimated annual volatility is 16.74% using IVFT, 13.92% using realized volatility measure, 13.33% using realized bipower volatility, and 9.97% using daily absolute returns. The results indicate that the realized volatility measure is closest to the GARCH volatility estimate of 13.80%. Furthermore, the magnitudes of IVFT, realized volatility, and realized bipower volatility decrease as the intraday time frequency decreases from 1-minute to 15-minute interval.\(^3\)

The corresponding results for silver and copper are shown in Panels B and C, respectively. These results are qualitatively similar to those of gold. The absolute return measure gives the lowest volatility estimates. Furthermore, across all different frequencies, IVFT is always greater than realized volatility.

\(^3\)As pointed out earlier, the absolute return measure does not depend on the price movements during the period. Therefore, the same value is obtained for all time frequencies.
and this in turn is greater than realized bipower volatility. This latter finding has been highlighted by both Andersen et al. (2009) and Barndoff-Nielsen and Shephard (2004). However, to the best of our knowledge, we are the first to document that the magnitude of the IVFT estimate is the greatest among the four volatility measures. This is perhaps because the IVFT measure is able to reflect more information about underlying price movements relative to other measures. Although it has been theoretically proven that both IVFT and bipower volatility measures are consistent estimators of integrated volatility, it is interesting to note that the empirical estimates of the magnitude of the two volatility measures are different from each other.

A couple of other interesting observations emerge. For the five-minute interval, the IVFT measure is the closest one to the GARCH (1,1) estimate. However, for the two-minute interval, the realized volatility estimates are very close to the GARCH (1, 1) results. We highlight the two- and five-minute frequencies, as these two frequencies are most commonly used in the literature to investigate intra-day volatility. An implication from these findings is that the IVFT measure or the realized volatility measure adds very little value relative to the use of a simple GARCH (1, 1) model on daily data.

Daily Return Distributions

In this section, the distributional properties of daily speculative returns are investigated by using the Anderson et al. (2007) and Anderson et al. (2009) framework. For the sake of brevity, only the results pertaining to the five-minute interval is presented.

Table III presents the first four moments ($m_1$ through $m_4$) for the different standardized return series associated with the three markets, along with the corresponding $P$-values for testing $m_1 = 0$, $m_2 = 1$, $m_3 = 0$, and $m_4 = 3$, respectively; except for the realized volatility standardized return series, for which the test for the fourth moment is based on the finite sample correction, $m_4 = \frac{3M}{M + 2}$. Here, $M$ is the number of observations during a regular trading day. The results for gold, silver, and copper futures are reported in Panels A, B, and C in Table III. The QQ-plots for the corresponding distributions are reported in Figure 4.

Standardized return distributions

The first five rows in Table III report normality test results of returns standardized by unconditional volatility, GARCH(1, 1), and the three integrated volatility measures—realized volatility, realized bipower volatility, and IVFT—using five-minute interval. It is clearly evident from the table that the different standardized return series are not normally distributed.
TABLE III
Normality Test Results for Standardized Returns

<table>
<thead>
<tr>
<th></th>
<th>$m_1$</th>
<th>$p_1$</th>
<th>$m_2$</th>
<th>$p_2$</th>
<th>$m_3$</th>
<th>$p_3$</th>
<th>$m_4$</th>
<th>$p_4$</th>
<th>$p_{\text{joint}}$</th>
<th>$p_{\text{joint-dm}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Gold</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_t / \sqrt{\text{Var}(R_t)}$</td>
<td>0.008245</td>
<td>0.681379</td>
<td>0.999665</td>
<td>0.990581</td>
<td>0.081351</td>
<td>0.295551</td>
<td>11.29416</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$R_t / \sqrt{\text{GARCH}(1,1)}$</td>
<td>0.026025</td>
<td>0.19506</td>
<td>0.999409</td>
<td>0.983407</td>
<td>0.74405</td>
<td>1.12E−21</td>
<td>12.19727</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$R_t / \sqrt{\text{IVFT}_t}$</td>
<td>0.033612</td>
<td>0.094157</td>
<td>0.702335</td>
<td>1.05E−19</td>
<td>0.172006</td>
<td>0.026988</td>
<td>2.301483</td>
<td>0.000385</td>
<td>0.000829</td>
<td>0.004115</td>
</tr>
<tr>
<td>$R_t / \sqrt{\text{BV}_t}$</td>
<td>0.041057</td>
<td>0.040894</td>
<td>0.806709</td>
<td>1E−11</td>
<td>0.139495</td>
<td>0.072686</td>
<td>1.68832</td>
<td>2.1E−23</td>
<td>8.5E−11</td>
<td>3.06E−10</td>
</tr>
<tr>
<td>$R_t / \sqrt{\text{CV}_t}$</td>
<td>0.056818</td>
<td>0.004662</td>
<td>0.744755</td>
<td>2.52E−19</td>
<td>0.150154</td>
<td>0.053518</td>
<td>1.524087</td>
<td>6.31E−14</td>
<td>1.87E−18</td>
<td>3.34E−17</td>
</tr>
<tr>
<td>$R_t / \sqrt{\text{CVS}_t}$</td>
<td>0.057415</td>
<td>0.004247</td>
<td>0.729392</td>
<td>1.59E−21</td>
<td>0.146872</td>
<td>0.055921</td>
<td>1.495946</td>
<td>2.1E−14</td>
<td>7.03E−21</td>
<td>1.3E−19</td>
</tr>
<tr>
<td>$R_t / \sqrt{E(\text{CVS}_t)}$</td>
<td>0.034544</td>
<td>0.085384</td>
<td>0.813092</td>
<td>4.65E−11</td>
<td>0.077759</td>
<td>0.317387</td>
<td>1.900882</td>
<td>2.32E−08</td>
<td>1.84E−09</td>
<td>6.56E−09</td>
</tr>
<tr>
<td>$R_{s,k} / \sqrt{5E(\text{CVS}_t)}$</td>
<td>0.077242</td>
<td>0.085384</td>
<td>0.857953</td>
<td>0.025289</td>
<td>0.275738</td>
<td>0.112832</td>
<td>2.421313</td>
<td>0.188384</td>
<td>0.046362</td>
<td>0.122006</td>
</tr>
<tr>
<td><strong>Panel B: Silver</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_t / \sqrt{\text{Var}(R_t)}$</td>
<td>0.009597</td>
<td>0.633604</td>
<td>0.999687</td>
<td>0.991222</td>
<td>−0.76212</td>
<td>1.46E−22</td>
<td>10.17161</td>
<td>2.2E−289</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$R_t / \sqrt{\text{GARCH}(1,1)}$</td>
<td>0.017240</td>
<td>0.391932</td>
<td>1.000178</td>
<td>0.999501</td>
<td>−0.409277</td>
<td>1.542E−07</td>
<td>9.16865</td>
<td>1.41E−214</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$R_t / \sqrt{\text{IVFT}_t}$</td>
<td>0.031667</td>
<td>0.010356</td>
<td>0.67485</td>
<td>3.34E−30</td>
<td>0.093081</td>
<td>0.223592</td>
<td>1.471384</td>
<td>9.26E−15</td>
<td>6.82E−33</td>
<td>9.26E−32</td>
</tr>
<tr>
<td>$R_t / \sqrt{\text{BV}_t}$</td>
<td>0.061098</td>
<td>0.020408</td>
<td>0.892035</td>
<td>0.000115</td>
<td>0.132526</td>
<td>0.089212</td>
<td>2.54773</td>
<td>9.53E−06</td>
<td>0.00475</td>
<td>0.056516</td>
</tr>
<tr>
<td>$R_t / \sqrt{\text{CV}_t}$</td>
<td>0.056171</td>
<td>0.005272</td>
<td>0.740786</td>
<td>8.71E−20</td>
<td>0.104399</td>
<td>0.180615</td>
<td>1.611917</td>
<td>1.97E−12</td>
<td>1.02E−19</td>
<td>3.05E−18</td>
</tr>
<tr>
<td>$R_t / \sqrt{\text{CVS}_t}$</td>
<td>0.090473</td>
<td>0.052347</td>
<td>0.691512</td>
<td>2.36E−27</td>
<td>0.172176</td>
<td>0.07274</td>
<td>1.452469</td>
<td>4.33E−15</td>
<td>1.19E−30</td>
<td>8.89E−28</td>
</tr>
<tr>
<td>$R_t / \sqrt{E(\text{CVS}_t)}$</td>
<td>0.034544</td>
<td>0.085384</td>
<td>0.813092</td>
<td>4.65E−11</td>
<td>0.077759</td>
<td>0.317387</td>
<td>1.900882</td>
<td>2.32E−08</td>
<td>1.84E−09</td>
<td>6.56E−09</td>
</tr>
<tr>
<td>$R_{s,k} / \sqrt{5E(\text{CVS}_t)}$</td>
<td>0.077242</td>
<td>0.085384</td>
<td>0.857953</td>
<td>0.025289</td>
<td>0.275738</td>
<td>0.112832</td>
<td>2.421313</td>
<td>0.188384</td>
<td>0.046362</td>
<td>0.122006</td>
</tr>
</tbody>
</table>

(Continued)
### Table III

This table reports the first four moments ($m_1 - m_4$) for the different standardized return series for the three markets using 5 minute interval, along with corresponding $p$-values for testing $m_1$, $m_2$, $m_3$, and $m_4$, respectively, except for the realized volatility standardized return series, for which the test for the fourth moment is based on the finite sample correction. Here, $M$ is the number of observations during a regular day. The column labeled $p_{joint}$ gives the $p$-value for testing the four moment conditions jointly, while $p_{joint-dm}$ refers to the same test involving the (unconditionally) demeaned return series. The raw daily returns are denoted by $R_t$, while $R_{t}^{j}$ and $R_{t}^{j}$ refer to the daily jump-adjusted returns based on the simple and sequential procedures, respectively. The daily realized volatility and the corresponding continuous component based on the simple and sequential jump-adjusted procedures are denoted by $RV_t$, $CV_t$, and $CV_{St}$, respectively. $Var(R_t)$ refers to the unconditional variance of the returns; $GARCH(1, 1)$ is the conditional variance estimated by a GARCH(1, 1) model; $IVFT_t$ and $BV_t$ represent the integrated variance using the Fourier transmission approach and the realized bipower volatility with 5-minute frequency intra-day data, respectively. $R_{t}^{5,E}$ refers to the financial-time return series spanning 5 $E(CVS_t)$ time-units. Finally, $R_{t}^{5,E} = R_{t}^{5} + R_{t}^{5-1} + R_{t}^{5-2} + R_{t}^{5-3} + R_{t}^{5-4}$ defines the financial-time return series spanning 5 $E(CVS_t)$ time-units.

<table>
<thead>
<tr>
<th>$m_1$</th>
<th>$p_1$</th>
<th>$m_2$</th>
<th>$p_2$</th>
<th>$m_3$</th>
<th>$p_3$</th>
<th>$m_4$</th>
<th>$p_4$</th>
<th>$p_{joint}$</th>
<th>$p_{joint-dm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.079138</td>
<td>0.000272</td>
<td>1.00579</td>
<td>0.85061</td>
<td>0.523112</td>
<td>5.2E−10</td>
<td>8.245035</td>
<td>6.9E−134</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.079138</td>
<td>0.000272</td>
<td>1.00579</td>
<td>0.85061</td>
<td>0.523112</td>
<td>5.2E−10</td>
<td>8.245035</td>
<td>6.9E−134</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.079138</td>
<td>0.000272</td>
<td>1.00579</td>
<td>0.85061</td>
<td>0.523112</td>
<td>5.2E−10</td>
<td>8.245035</td>
<td>6.9E−134</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.079138</td>
<td>0.000272</td>
<td>1.00579</td>
<td>0.85061</td>
<td>0.523112</td>
<td>5.2E−10</td>
<td>8.245035</td>
<td>6.9E−134</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.079138</td>
<td>0.000272</td>
<td>1.00579</td>
<td>0.85061</td>
<td>0.523112</td>
<td>5.2E−10</td>
<td>8.245035</td>
<td>6.9E−134</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.079138</td>
<td>0.000272</td>
<td>1.00579</td>
<td>0.85061</td>
<td>0.523112</td>
<td>5.2E−10</td>
<td>8.245035</td>
<td>6.9E−134</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.079138</td>
<td>0.000272</td>
<td>1.00579</td>
<td>0.85061</td>
<td>0.523112</td>
<td>5.2E−10</td>
<td>8.245035</td>
<td>6.9E−134</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.079138</td>
<td>0.000272</td>
<td>1.00579</td>
<td>0.85061</td>
<td>0.523112</td>
<td>5.2E−10</td>
<td>8.245035</td>
<td>6.9E−134</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Panel C: Copper**

<table>
<thead>
<tr>
<th>$m_1$</th>
<th>$p_1$</th>
<th>$m_2$</th>
<th>$p_2$</th>
<th>$m_3$</th>
<th>$p_3$</th>
<th>$m_4$</th>
<th>$p_4$</th>
<th>$p_{joint}$</th>
<th>$p_{joint-dm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.079138</td>
<td>0.000272</td>
<td>1.00579</td>
<td>0.85061</td>
<td>0.523112</td>
<td>5.2E−10</td>
<td>8.245035</td>
<td>6.9E−134</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.079138</td>
<td>0.000272</td>
<td>1.00579</td>
<td>0.85061</td>
<td>0.523112</td>
<td>5.2E−10</td>
<td>8.245035</td>
<td>6.9E−134</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.079138</td>
<td>0.000272</td>
<td>1.00579</td>
<td>0.85061</td>
<td>0.523112</td>
<td>5.2E−10</td>
<td>8.245035</td>
<td>6.9E−134</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.079138</td>
<td>0.000272</td>
<td>1.00579</td>
<td>0.85061</td>
<td>0.523112</td>
<td>5.2E−10</td>
<td>8.245035</td>
<td>6.9E−134</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.079138</td>
<td>0.000272</td>
<td>1.00579</td>
<td>0.85061</td>
<td>0.523112</td>
<td>5.2E−10</td>
<td>8.245035</td>
<td>6.9E−134</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

This table reports the first four moments ($m_1 - m_4$) for the different standardized return series for the three markets using 5 minute interval, along with corresponding $p$-values for testing $m_1$, $m_2$, $m_3$, and $m_4$, respectively, except for the realized volatility standardized return series, for which the test for the fourth moment is based on the finite sample correction, $m_4 = \frac{M}{M-1}$. Here, $M$ is the number of observations during a regular day. The column labeled $p_{joint}$ gives the $p$-value for testing the four moment conditions jointly, while $p_{joint-dm}$ refers to the same test involving the (unconditionally) demeaned return series. The raw daily returns are denoted by $R_t$, while $R_{t}^{j}$ and $R_{t}^{j}$ refer to the daily jump-adjusted returns based on the simple and sequential procedures, respectively. The daily realized volatility and the corresponding continuous component based on the simple and sequential jump-adjusted procedures are denoted by $RV_t$, $CV_t$, and $CV_{St}$, respectively. $Var(R_t)$ refers to the unconditional variance of the returns; $GARCH(1, 1)$ is the conditional variance estimated by a GARCH(1, 1) model; $IVFT_t$ and $BV_t$ represent the integrated variance using the Fourier transmission approach and the realized bipower volatility with 5-minute frequency intra-day data, respectively. $R_{t}^{5,E}$ refers to the financial-time return series constructing from the sequential jump-adjusted intraday returns spanning $E(CVS_t)$ time-units. Finally, $R_{t}^{5,E} = R_{t}^{5} + R_{t}^{5-1} + R_{t}^{5-2} + R_{t}^{5-3} + R_{t}^{5-4}$ defines the financial-time return series spanning $5E(CVS_t)$ time-units.
The unconditional returns and the GARCH(1, 1) standardized returns remain significantly leptokurtic (very high fourth moment) for all three markets. For instance, examining the unconditional returns in the gold market (see Panel A), the P-values of the first three-moment individual normality tests are 0.68, 0.99, and 0.29. However, the P-value for the fourth moment normality test is zero. In comparison, the normality of the GARCH (1, 1) standardized gold futures returns cannot be rejected only for the first two moments. Notably, the p-values of the first four-moment joint normality test is zero for both
unconditional returns and GARCH (1, 1) standardized returns. One can arrive at a similar conclusion for silver and copper returns (see Panels B and C).

The normality of returns standardized by realized volatility, the realized bipower volatility and the IVFT is rejected by the joint test at the 1% significant level. The realized bipower volatility does a better job than the other two measures for all three markets. The p-values of the joint test for the bipower volatility standardized returns are significantly higher than the other two measures. The IVFT measure does a better job in normalizing the third moment for all three markets. The normality of IVFT standardized returns cannot be rejected by the first and third moment individual tests at the 1% significant level for all

FIGURE 4. (Continued)
three markets. Interestingly, the IVFT measure seems to over-adjust the fourth moment; in other words, IVFT-standardized daily returns show the lowest fourth moments across all three markets (1.376, 1.471, and 1.559 for gold, silver, and copper, respectively).

FIGURE 4
QQ-plots of standardized returns of gold, silver and copper. The figure reports the QQ-plots of standardized returns. GC, SV, and HG represent gold, silver and copper futures, respectively. **-VAR, **-GARCH, **-RV, **-BV, **-IVFT, **-SJ, **-SEJ, **-FIN, and **-FIN5 refer to the unconditional returns, returns standardized by GARCH(1, 1), realized volatility, realize bipower volatility, IVFT, the continuous component of realized volatility based on the simple and sequential jump-adjusted procedures, financial-time returns spanning E(CVSV) time-units standardized by E(CVSV), and financial-time return series spanning 5E(CVSV) time units standardized by 5E(CVSV).
Standardized jump-adjusted returns

If there are no jumps and volatility leverage effects in the data, daily returns should be approximately normally distributed when standardized by integrated volatilities. However, as indicated in the previous section, all the standardized returns are not normal, which implies that there might be some jumps in the intraday returns.

In an attempt to improve the normality of the return series, we apply simple jump adjustment and sequential jump adjustment procedures proposed by Andersen et al. (2009) to the five-minute intraday returns for the three markets. The basic idea behind the jump detection procedure is that the realized bipower volatility measure is a consistent estimator of the integrated volatility even in the presence of jumps, but the realized volatility is a consistent estimator of the integrated volatility only in the absence of jumps. Therefore, the difference between those two measures identifies the jump component in realized volatility.

After identifying jumps, we remove the jump components from both daily returns and daily realized volatilities and arrive at daily jump-adjusted returns ($\tilde{R}_t$ and $\tilde{R}_t$) and continuous components of the realized volatility ($CV_t$ and $CVS_t$). Subsequently, we standardize the daily jump-adjusted returns by the corresponding continuous components of the daily realized volatilities. The 6th and 7th rows in Table III report the normality test results of the standardized daily jump-adjusted returns based on the simple and sequential jump identification procedures ($\tilde{R}_t/\sqrt{CV_t}$ and $\tilde{R}_t/\sqrt{CVS_t}$).

The results indicate that even after adjusting for jumps, we are unable to obtain normality to the standardized returns. Andersen et al. (2009) also reach a similar conclusion and attribute this finding to the self-standardizing nature of jumps. The authors indicate that, “a large jump tends to inflate the absolute value of both the return and the realized volatility of standardized returns, so the impact is muted.” Therefore, we extend the analysis to evaluate the properties of jump-adjusted standardized returns sampled in financial-time in the next section.

Standardized jump-adjusted financial-time returns

To sample in financial-time, or equal increments of integrated volatility, we include intraday returns until the cumulative squared returns exceeds the average continuous component of daily realized volatility in calendar time for the sequential jump-adjusted returns. That is, we only include the non-jump returns identified by the sequential jump detection procedure. For the purpose of comparing our results derived from financial-time with previous results, we calibrate the number of financial days to equal the number of calendar days in the sample. We consider one financial day if the cumulative squared returns
exceed the average continuous components of the daily realized volatility, or if the difference between the two values is less than a small value. We sample repeatedly by adjusting the magnitude of the small value until the number of financial days equals the number of calendar days.

The last two rows in Table III report the normality tests of the financial-time return series constructed from: (a) sequential jump-adjusted intraday returns spanning $E(CVS_t)$, which is the average continuous component of the sequential jump-adjusted realized volatility; and (b) $5E(CVS_t)$ time units. Evidence from all three markets indicates that the standardized daily financial-time returns are still not normal based on the joint test of the four moments. However, normality in the return distribution is restored for all three markets when considering the demeaned financial-time returns series spanning $5E(CVS_t)$ time units. In this case, normality cannot be rejected at the 1% level.

The QQ-plots in Figure 4 (Panels A, B, and C) show that in comparison to unconditional returns and GARCH (1, 1) standardized return distributions, the remaining standardized distributions are much closer to the reference Gaussian distribution. Notably, tails of the QQ-plots show significant improvement and display only slight deviations from the straight 45° line.

Comparing our results with Andersen et al.’s (2009) evidence on stock returns, we find that the normality for metal futures returns is somewhat more difficult to establish. Andersen et al. (2009) succeed in restoring normality for 24 out of the 30 stocks in the Dow Jones Industrial Average at the 1% significance level using financial time returns. However, in our study we reject normality of the standardized financial day returns at the 1% level of significance. To be sure we tried different sampling frequencies, but the results were qualitatively similar. We conjecture that this difficulty in establishing normality for metal futures returns might be attributable to some additional microstructure noise that may be prevalent in these markets.

In conclusion, the unconditional returns of futures prices are not normally distributed. When we standardize returns with IVFT and realized volatility measures, the corresponding return distributions bear closer resemblance to a normal distribution. By applying the newly developed financial-time sampling technique proposed by Andersen et al. (2009), we succeed in converting the return series into i.i.d. Gaussian for all three markets. The added difficulties of restoring normality for futures returns are a topic that may require further investigation.

**Forecast Performance of GARCH(1, 1) Model Using Different Volatility Measures as Volatility Proxies**

In the concluding step of the analysis, the predictive performance of the GARCH(1, 1) forecasting model is evaluated using the four different volatility
measures. As suggested by Patton (2009), forecasting accuracy is compared by using the QLIKE loss function, although we report the values for all five different loss functions.

For the purpose of comparing our results with evidence from prior literature, we first value from traditional loss functions such as HRMSE and LL. The results indicate that both HRMSE and LL functions strongly document the GARCH model using the IVFT estimator which produces volatility forecasts that are more accurate when compared with other measures. The evidence provides support for Nielsen and Frederiksen (2008) and Reno and Barucci (2002) who posit that the IVFT measure is a better measure of integrated volatility than realized volatility. Also consistent with Anderson and Bollerslev (1998a) and others, the results using HRMSE and LL loss functions indicate that forecasting performance of the GARCH(1, 1) model improves as the time frequency increases from 15- to 1-minute intervals.

Table IV reports the values associated with the new family of loss functions using the 1-, 2-, 5-, and 15-minute time intervals for gold, silver, and copper. Several important insights are documented. First, forecasting performance of the GARCH (1, 1) model depends on both the volatility proxy and intraday time frequency that is used in the analysis. For the 5- and 15-minute frequencies, the GARCH (1, 1) model has the smallest forecast errors (i.e., least loss function values) when the IVFT measure. This is true for all three metals. However, if we increase the time frequency to two or one minute, the lowest forecasting error is obtained when the realized volatility proxy is used. The silver market provides the only exception to this finding; here the two-minute interval using IVFT produces the smallest forecasting error.

Second, unlike the results from HRMSE and LL, increasing the time frequency in general does not necessarily improve the predictive performance of the GARCH (1, 1) model. For instance, when IVFT is used, only the five-minute interval provides the lowest forecasting error. In the case of realized volatility, however, forecast performance improves with the intraday time frequency used to measure daily returns. It may be worth pointing out that these conclusions are broadly consistent with the results in Table II, which documents that the realized volatility estimate gets closer to the GARCH (1, 1) volatility estimate as the intraday frequency used to measure daily returns increases.

Third, and not surprisingly, the GARCH (1, 1) forecasting model yields the largest forecast error when using the daily absolute return measure. This is because by definition the daily absolute return measure does not integrate intraday information into the estimation procedure.

*These results are not reported but can be made available by the authors upon request.*
### TABLE IV
Forecast Performance of the GARCH (1, 1) Model

<table>
<thead>
<tr>
<th>Time Frequency</th>
<th>Market</th>
<th>Volatility Measure</th>
<th>$b$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$0$</td>
<td>$-1$</td>
<td>$-2$</td>
<td>$-5$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 Minute</td>
<td>Gold</td>
<td>$D-\text{ABS}$</td>
<td>$3.39E+27$</td>
<td>$152328$</td>
<td>$0.314419$</td>
<td>$7.99E-05$</td>
<td>$1.84E-07$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{BV}$</td>
<td>$3.71E+17$</td>
<td>$502.3164$</td>
<td>$0.037622$</td>
<td>$9.18E-06$</td>
<td>$5.89E-09$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{RV}$</td>
<td>$1.74E+17$</td>
<td>$429.6906$</td>
<td>$0.033828$</td>
<td>$1.06E-05$</td>
<td>$7.05E-09$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Silver</td>
<td>$D-\text{ABS}$</td>
<td>$3.12E+24$</td>
<td>$72652.34$</td>
<td>$0.777424$</td>
<td>$0.000495$</td>
<td>$2.96E-06$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{IVFT}$</td>
<td>$1.01E+14$</td>
<td>$881.3926$</td>
<td>$0.368876$</td>
<td>$0.000268$</td>
<td>$4.24E-07$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{BV}$</td>
<td>$5.13E+16$</td>
<td>$428.1604$</td>
<td>$0.106149$</td>
<td>$7.81E-05$</td>
<td>$1.27E-07$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{RV}$</td>
<td>$1.37E+16$</td>
<td>$391.9233$</td>
<td>$0.119774$</td>
<td>$0.000113$</td>
<td>$2.68E-07$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Minutes</td>
<td>Gold</td>
<td>$D-\text{ABS}$</td>
<td>$3.39E+27$</td>
<td>$152328$</td>
<td>$0.314419$</td>
<td>$7.99E-05$</td>
<td>$1.84E-07$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{IVFT}$</td>
<td>$1.02E+16$</td>
<td>$415.0369$</td>
<td>$0.047485$</td>
<td>$1.51E-05$</td>
<td>$1.06E-08$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{BV}$</td>
<td>$1.64E+18$</td>
<td>$742.5116$</td>
<td>$0.046472$</td>
<td>$1.21E-05$</td>
<td>$1.05E-08$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{RV}$</td>
<td>$5.28E+17$</td>
<td>$599.7234$</td>
<td>$0.044266$</td>
<td>$1.19E-05$</td>
<td>$8.88E-09$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 Minutes</td>
<td>Gold</td>
<td>$D-\text{ABS}$</td>
<td>$3.12E+24$</td>
<td>$72652.34$</td>
<td>$0.777424$</td>
<td>$0.000495$</td>
<td>$2.96E-06$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{IVFT}$</td>
<td>$1.5E+14$</td>
<td>$539.111$</td>
<td>$0.16905$</td>
<td>$0.000107$</td>
<td>$1.59E-07$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{BV}$</td>
<td>$7.17E+16$</td>
<td>$484.5708$</td>
<td>$0.102449$</td>
<td>$6.72E-05$</td>
<td>$9.86E-08$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{RV}$</td>
<td>$2.16E+16$</td>
<td>$397.294$</td>
<td>$0.107412$</td>
<td>$8.53E-05$</td>
<td>$1.51E-07$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 Minutes</td>
<td>Gold</td>
<td>$D-\text{ABS}$</td>
<td>$3.39E+27$</td>
<td>$152328$</td>
<td>$0.314419$</td>
<td>$7.99E-05$</td>
<td>$1.84E-07$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{IVFT}$</td>
<td>$3.43E+18$</td>
<td>$1649.314$</td>
<td>$0.068689$</td>
<td>$1.48E-05$</td>
<td>$1.26E-08$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{BV}$</td>
<td>$2.84E+21$</td>
<td>$2651.288$</td>
<td>$0.077728$</td>
<td>$1.09E-05$</td>
<td>$6.86E-09$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{RV}$</td>
<td>$6.69E+18$</td>
<td>$1830.008$</td>
<td>$0.07072$</td>
<td>$1.42E-05$</td>
<td>$1.14E-08$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Silver</td>
<td>$D-\text{ABS}$</td>
<td>$3.12E+24$</td>
<td>$72652.34$</td>
<td>$0.777424$</td>
<td>$0.000495$</td>
<td>$2.96E-06$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{IVFT}$</td>
<td>$3.8E+17$</td>
<td>$1270.958$</td>
<td>$0.169335$</td>
<td>$9.67E-05$</td>
<td>$3.95E-08$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{BV}$</td>
<td>$9.88E+14$</td>
<td>$346.381$</td>
<td>$0.058903$</td>
<td>$3.94E-05$</td>
<td>$9.49E-08$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Copper</td>
<td>$D-\text{ABS}$</td>
<td>$1.16E+14$</td>
<td>$5725.963$</td>
<td>$17.11383$</td>
<td>$0.158213$</td>
<td>$0.003068$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{BV}$</td>
<td>$5.35E+14$</td>
<td>$280.5313$</td>
<td>$0.048792$</td>
<td>$2.47E-05$</td>
<td>$3.45E-08$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{RV}$</td>
<td>$2.56E+14$</td>
<td>$226.2115$</td>
<td>$0.047353$</td>
<td>$2.85E-05$</td>
<td>$4.48E-08$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This table reports the values of the loss functions of the one day ahead forecasting of the GARCH (1,1) model using different volatility measures as volatility proxies. In the table, $D-\text{ABS}$ refers to the daily absolute returns measure; $\text{IVFT}$ and $\text{BV}$ represent the integrated volatility using the Fourier transmission approach and the realized bipower volatility; $\text{RV}$ refers to the realized volatility.
Finally, a comparison of different volatility forecasts indicates that copper has the lowest forecast error, followed by silver and gold. Although this finding cannot be explained within the context of the study, one might surmise that this result is being partly driven by the price discovery and volatility transmission process among strategically linked metals market (see Adrangi, Chatrath, & David, 2000).

CONCLUSIONS

A large amount of literature has been devoted to estimating and forecasting volatility for financial time series. In this field, the importance of high-frequency data has been stressed, in particular for evaluating the predictive abilities of volatility models. This study uses intraday futures prices for gold, silver, and copper for the period 1998–2009 to examine the return distribution properties and estimate four integrated measures of volatility—absolute returns, realized volatility, realized bipower volatility, and IVFT.

The study finds that the daily futures returns are generally not normal, even when standardized by various integrated volatility measures. However, restoration of normality is possible by applying the recently developed sequential jump detection scheme and financial-time sampling techniques. It is interesting to note that establishing a normal distribution for the metal futures market is found to be more difficult than that for the stock market, an issue that is left for future investigation.

The study further documents that, in general, IVFT and realized volatility are relatively efficient proxies of volatility in the metal futures market. The IVFT measure is always greater than realized volatility followed by realized bipower volatility for all different frequencies—an indication that the IVFT measure may reflect more information about underlying price movements than other volatility measures.

Finally, the forecast accuracy of the GARCH (1, 1) model is assessed by using a set of robust loss functions. The results indicate that for the two- and five-minute time frequencies, which are most commonly used in the literature, both realized volatility and IVFT measures provide low forecasting errors. Notably, an increase in the time frequency does not necessarily improve the forecasting performance of the GARCH (1, 1) model.

The research highlights the importance of integrated volatility measures and high-frequency sampling techniques in analyzing the distributional properties of futures returns. In particular, gauging the usefulness of volatility forecasts requires a refined articulation of volatility, as well as construction of integrated volatility measures that captures the concept in an empirically robust
fashion. Finally, an evaluation of competing forecasting models is partly dependent on the specific loss function that is used.

There are many possible ways to extend this study. For instance, it would be interesting to examine the response of price movements to new information or “news,” and investigate the connections between the identified jump components with news arrival. An analysis of jumps across markets, or co-jumps, along with volatility transmission would also be a worthwhile endeavor. These topics are left for future research.
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